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1 Introduction

Radar reflectors are widely used in marine settings to enhance radar visibility of targets such as smaller vessels and buoys. This is one tool to avoid collisions with larger vessels as they are required to have a radar fitted at either 9 GHz or both 3 GHz and 9 GHz, depending on their gross tonnage [1]. If a reflector is to be relied upon, its radar cross section (RCS) must be sufficiently large so that other vessels can detect it early enough to take action. Due to this, it can be interesting to evaluate the performance of a reflector under various conditions it may experience.

One way to evaluate electromagnetic performance is to perform measurements. However, these can be expensive, which is why it is nowadays common to first use numerical simulations. Many different numerical methods are available, and they are suitable to different types of problems. The method of moments (MoM) is often used for scattering problems, but it has difficulties with problems involving inhomogeneous materials. The finite element method (FEM) is commonly used for problems involving such materials, but is not optimal for use for problems containing large regions of free space. The finite element-boundary integral (FE-BI) method is a hybrid method aiming at combining the best properties of FEM and MoM by terminating a FEM mesh by a MoM boundary [2].

In this work we investigate the effect of icing on the RCS of a marine corner reflector. As such a reflector contains a large free-space region within it, and as different types of ice can be involved, we use a FE-BI method. The method is implemented in Python using open-source packages.

2 FE-BI Formulation and Implementation

The formulation in this work is similar to that presented in chapter 11.8.1 of [2], but uses the electric field integral equation (EFIE) instead of the combined field integral equation and handles degrees of freedom (DoFs) slightly differently. The FE-BI system in our modified formulation is

\[
\begin{bmatrix}
K & T^{\text{IS}} B \\
\rho^E - T^{\text{SI}} & \text{Q}\text{E}
\end{bmatrix} \begin{bmatrix}
E \\
\tilde{H}^S
\end{bmatrix} = \begin{bmatrix}
b \\
b^E,\text{inc}
\end{bmatrix},
\]

(1)

\(K\) is the FE system matrix equivalent to the combination of all \(K^{XY}\) blocks in [2], but not necessarily structured the same. \(B\) comes from enforcing Maxwell’s equations on the surface and is the same as in [2]. \(E\) and \(\tilde{H}\) are vectors for electric field and surface magnetic field DoFs. \(b\) and \(b^E,\text{inc}\) are source vectors corresponding to interior currents and incident electric fields. \(T^{\text{IS}}\) and \(T^{\text{SI}}\) map from all DoFs to those on the surface and vice versa, and are used instead of explicitly separating interior and surface DoFs in blocks. \(P^E\) and \(Q^E\) are from the EFIE and can be written

\[
P^E_{ij} = \oint_{S_0} \mathbf{t}_i(r) \cdot \left[ \frac{1}{2} \mathbf{A}_j + \mathbf{\hat{n}} \times \mathbf{\tilde{E}}(\mathbf{A}_j) \right] dS
\]

(2)

\[
Q^E_{ij} = \oint_{S_0} \mathbf{t}_i(r) \cdot [\mathbf{\hat{n}} \times \mathbf{\tilde{L}}(\mathbf{A}_j)] dS
\]

(3)

where \(S_0\) is the outer boundary, \(\mathbf{\tilde{E}}\) and \(\mathbf{\tilde{L}}\) are the same integral operators as in [2], \(\mathbf{A}_j\) are Rao-Wilton-Glisson basis functions and \(\mathbf{t}_i\) are scaled Nédélec testing functions.

In the solution of the system we use an inward-looking approach, i.e., eliminating the interior DoFs using the upper row of (1). In the absence of interior current sources \(b\), the system can be written on the form

\[
KX = T^{\text{IS}} B
\]

(4)

\[
(Q^E - \rho^E T^{\text{SI}} X) \tilde{H}^S = b^E,\text{inc}
\]

(5)

\[
E = -X \tilde{H}^S.
\]

(6)

By solving for \(X\), \(\tilde{H}^S\) and \(E\) in sequence, the same solution is obtained. Due to the nature of FE matrices, \(K\) and \(T^{\text{IS}} B\) can be stored in a sparse format. The intermediate solution \(X\) is not sparse though, which must be taken into account in the solution process. The BI matrices are dense, so the system matrix in (5) is dense. Since some matrices can be stored in a sparse format, this approach can be advantageous for direct solvers when compared to solving (1) with the system matrix in a dense format.
To implement the FE-BI code, we used several open-source packages. FEniCSx, which is the development version of the FEniCS project [3], [4] consisting of DOLFINx [5], FFCx [6], Basix [7] and UFL [8], [9], was used to implement FE operators. Bempp-cl [10], [11] was used to implement BI operators, including a coupling to FEniCSx. Gmsh [12] was used to generate geometries and meshes which were imported to FEniCSx using the file gmsh_helpers.py from [13]. After all operators were set up and assembled, the solution was computed using a combination of direct solvers from SciPy [14]. The FE-BI code was tested for the problem of scattering against a PEC sphere layered with a lossy dielectric and the solution was compared to an analytical Mie solution. Good agreement was observed, and the numerical solution could be seen to converge to the analytical with a decrease in mesh size.

3 Corner Reflector Example

To demonstrate a realistic use case for the FE-BI code, we investigated the effect of icing on the monostatic RCS of a marine corner reflector. A sketch of the problem is shown in figure 1 where a trihedral corner reflector is illuminated by a plane wave traveling in the direction of \( \mathbf{k}_{\text{inc}} \). The reflector is oriented such that the bottom surface is angled at 35° to the sea surface (the xy-plane in the figure). The sea surface itself was not included in the model. This configuration can be seen in clusters of trihedral corner reflectors mounted on buoys [1]. The problem was considered for radar at 3 GHz due to its lower attenuation from weather like snow, fog and rain compared to 9 GHz [15]. All these conditions can cause icing [16], which is the effect here. Simulations were performed for a reflector with \( a = 20 \text{ cm} \), corresponding to \( 2\lambda_0 \) at 3 GHz. Two cases were considered: a reflector unaffected and affected by icing.

In the first case, the reflector was composed of three triangular PEC sheets with a thickness of 3 mm. The corners by the opening of the reflector were truncated. The surface of the reflector was meshed into triangles using Gmsh with element size \( \lambda_0/10 \). Bempp-cl was used to set up and solve the EFIE for incident plane waves, and the monostatic RCS was computed using far field operators from Bempp-cl.

In the second case, the previously described geometry was modified to add icing. A 3 mm layer of impure ice was added to the reflector surfaces. Rime ice was added to the edges with some irregularity by joining solid spheres of different sizes. Accumulated snow was added inside the reflector. The geometry with icing is shown in figure 2. The different dielectric properties are listed in table 1, where \( \varepsilon_r = \varepsilon'_r + i\varepsilon''_r \) and \( \mu_r = 1 \) for all materials. For ice, the measured properties for freshwater ice with salt impurities at \(-5^\circ C\) and 3.7 GHz were used [17]. For snow and rime, the empirical model for dry snow from [18] was used at \(-5^\circ C\) and 3 GHz. The snow density was in the lower range of wind-affected dry snow at 300 kg/m\(^3\) [19], and the rime density was that of hard rime at 700 kg/m\(^3\) [16].

<table>
<thead>
<tr>
<th>Material</th>
<th>( \varepsilon'_r )</th>
<th>( \varepsilon''_r )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ice</td>
<td>3.18</td>
<td>0.0015</td>
</tr>
<tr>
<td>Snow</td>
<td>1.6</td>
<td>0.000288</td>
</tr>
<tr>
<td>Rime</td>
<td>2.4</td>
<td>0.000846</td>
</tr>
</tbody>
</table>

The combined volume of ice, snow and rime was meshed into tetrahedrals in Gmsh with element sizes \( \lambda_0/(10\sqrt{\varepsilon'_r}) \). The operators for the FE-BI formulation were set up using FEniCSx and Bempp-cl, where a PEC boundary condition was used at the interior boundary of the reflector surface. Using these operators, the FE-BI system was solved using the inward-looking approach described in (4)–(6). The solutions for multiple incident plane waves (corresponding to multiple \( h^{E,\text{inc}} \)) were computed in a relatively efficient way by reusing the same X from (4) and the same LU-factorization for each solution of (5). As in the PEC case, the monostatic RCS was computed using far field operators from Bempp-cl.
The two cases were simulated for horizontally polarized incident plane waves with propagation directions in the range $\theta_{\text{inc}} \in [50^\circ, 170^\circ]$ and $\phi_{\text{inc}} \in [-60^\circ, 60^\circ]$. Horizontal polarization was selected as that is the most common for marine radar [1]. Simulations were also performed with a denser spacing in $\phi_{\text{inc}}$ where $\theta_{\text{inc}} = 90^\circ$ was fixed, corresponding to radar positions far from the reflector. These are interesting as that is where the reflector would first be detected.

4 Simulation Results and Discussion

Figure 3 shows the monostatic RCS for the two cases with incident plane waves having propagation directions $(\phi_{\text{inc}}, \theta_{\text{inc}})$. By comparing the two figures, it can be seen that the reflector affected by icing is effective across less of the angular range. The large reduction in RCS around $(\phi_{\text{inc}}, \theta_{\text{inc}}) = (0^\circ, 90^\circ)$ in figure (b) is also interesting to note since this is a region where one would like a reflector to work well. A property of the trihedral reflector which also is seen in the RCS pattern of figure (a) is the symmetry about the xz-plane ($\phi_{\text{inc}} = 0$ in the figure). This symmetry is not preserved in figure (b), which makes sense as the rime layer is asymmetric.

Figure 4 shows the monostatic RCS for the two cases, but with incident waves along the xy-plane. It can be seen that the reflector affected by icing only has two narrow lobes where the RCS performance is similar to that of the unaffected reflector. These lobes are located near the edges of where a trihedral is commonly deemed effective ($\pm 22^\circ$ by [1]). The largest difference between the lines in figure 4 is found at $-6^\circ$ where there is a 16 dB reduction in RCS due to icing. However, the reduction is large in the entire range between $-10^\circ$ and $10^\circ$.

The effect of icing on general radar performance can be evaluated using the radar range equation, but if only RCS is changed it is sufficient to use the relation $R \sim \sigma^{1/4}$ for the maximum range $R$ and RCS $\sigma$ [15]. This holds if atmospheric attenuation is disregarded, which can be reasonable in, for example, foggy conditions below 5 GHz as the attenuation coefficient is then mostly negligible [15]. For comparison, typical one-way attenuation coefficients at 10 GHz for those conditions are between 0.02 – 3 dB/km [15]. The reduction in RCS by 16 dB which was found at $\phi_{\text{inc}} = -6^\circ$ thus corresponds to a reduction in maximum range by 60%. A more modest 10 dB reduction would still correspond to a 44% reduction in maximum range.

5 Conclusion

A FE-BI code for electromagnetic computations has been presented as applied to the problem of icing on a marine corner reflector. The results of simulating a corner reflector with and without icing have shown that icing can have a significant effect on the monostatic RCS of such a reflector. Furthermore, this has been related to the maximum range for detection by a 3 GHz radar.
The results indicate that a corner reflector exposed to icing weather conditions could be at risk of significant performance degradation. However, this work only considered a single, fairly small reflector and with only one icing configuration. A reason for the small physical size is memory limitations due to the use of direct solvers in the code. Although the inward-looking approach in (4)–(6) was more memory-efficient than a direct solution of (1), it still required dense storage of the intermediate matrix $X$. One possible improvement would be to solve (1) iteratively since sparse and dense matrix blocks can then be stored as such. This would require an appropriate preconditioner to be effective. Further improvements could include acceleration methods for the BI part since its corresponding matrix blocks are dense.
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