Novel perspectives gained from new reconstruction algorithms
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Abstract

Since the 1970s, much of traditional interferometric imaging has been built around variations of the CLEAN algorithm, in both terminology, methodology, and algorithm development. Recent developments in applying new algorithms from convex optimization to interferometry has allowed old concepts to be viewed from a new perspective, ranging from image restoration to the development of computationally distributed algorithms. We present how this has ultimately led the authors to new perspectives in wide-field imaging, allowing for the first full individual non-coplanar corrections applied during imaging over extremely wide-fields of view for the Murchinson Widefield Array (MWA) telescope. Furthermore, this same mathematical framework has provided a novel understanding of wide-band polarimetry at low frequencies, where instrumental channel depolarization can be corrected through the new $\delta\lambda^2$-projection algorithm. This is a demonstration that new algorithm development outside of traditional radio astronomy is valuable for the new theoretical and practical perspectives gained. These perspectives are timely with the next generation of radio telescopes coming online.

1 Introduction

New low frequency telescopes such as the Murchinson Widefield Array (MWA; [1]) and the Canadian Hydrogen Intensity Mapping Experiment (CHIME; [2]) have ultra-wide fields of view that are sensitive to the entire diffuse radio sky, with built in polarimetric capabilities to study the magnetized and high redshift universe in precision at low frequencies. This has proven extremely valuable for new scientifically interesting discoveries and has motivated the construction of the next generation of low frequency radio interferometric telescopes like the SKA1-LOW which have ambitious science goals, such as detecting the Epoch of Reionization (EoR; [3]) and to probe cosmic magnetic fields in Galactic and extra-galactic structures [4]. Furthermore, the large data sets and instrumental response from these telescopes provide a imaging challenge that needs to be overcome for these telescopes to meet the expectations in sensitivity and quality of interferometric imaging that is critical to meet their science goals (e.g. [5]). This is especially vital at low frequencies where telescopes image over extremely wide fields of view, allowing huge regions of the sky to be imaged in a single snapshot.

In this paper, we present recent developments from convex optimization [6] and wide-field imaging [7] that have provided new perspectives on algorithm development that are valuable for the next generation radio astronomy. These developments included the ability to reconstruct diffuse models of the radio sky without the need for image restoration, the ability to distribute computation for reconstruction and the correction wide-field non-coplanar effects, the use of radial symmetry and adaptive quadrature to speed up $\nu$-projection kernel calculation, and the development of the $\delta\lambda^2$-projection algorithm for wide-band rotation measure synthesis that can correct instrumental depolarization at low radio frequencies.

2 Convex Optimization

Convex optimization is a broad field where tools are developed to find solutions to convex minimization problems, which has been recently applied to algorithm development in interferometric imaging [6, 8]. An objective function (the function to be minimized) $f$ is convex if $\forall x_1, x_2 \in \mathbb{R}^N \forall \alpha \in [0, 1]$ the following holds [9]

$$f(\alpha x_1 + (1-\alpha) x_2) \leq \alpha f(x_1) + (1-\alpha) f(x_2).$$

Many common minimization problems are convex, such as least squares minimization, and they have the useful property that every local minimum is a global minimum.

Convex optimization problems and algorithms are used in many areas of signal processing and have gained popularity in data science for their ability to impose sparse priors and solve non-smooth minimization problems through the use of simple operations known as proximity operators [9]. They can make use of wavelet representations to efficiently fit signals on multiple scales and to add robustness to additive Gaussian noise. For example, the constrained $\ell_1$-regularization problem reads

$$x^* = \arg\min_x \|\Psi^t x\|_{\ell_1} \text{ such that } \|\Phi x - y\|_{\ell_2} \leq \varepsilon,$$
where \( x' \in \mathbb{C}^N \) is the solution, \( \| \cdot \|_{\ell_1} \) is the sum of absolute values and \( \| \cdot \|_{\ell_2} \) is the euclidean norm, \( \Psi^l \in \mathbb{C}^{K \times N} \) is a wavelet transform or dictionary of transforms. \( \epsilon \in \mathbb{R}^+ \) is the noise bound on the measurements \( y \in \mathbb{C}^M \), and \( \Phi \in \mathbb{C}^{M \times N} \) is the operator that maps from the model image to model visibilities. The representation for the sparsity operator \( \Psi^l \) can be a collection of wavelet basis, which has shown to improve reconstruction of diffuse sources when compared to one representation alone. The \( \ell_1 \)-norm encourages sparsity, it reduces over fitting in the sense that solutions with mostly zero wavelets coefficients are encouraged. Many algorithms exist that can solve this problem such as the alternating direction method of multipliers and the primal dual algorithms (see [9] for more details). Furthermore, these algorithms can be distributed [10, 7, 11].

3 Wide-field Imaging

Recent work with distributed convex optimization algorithms has aided to new perspectives for calculating the wide-field interferometric measurement equation. In radio interferometry the planar separation of antenna pairs, otherwise known as "baselines", lie in the complex Fourier plane known as the \( uv \)-plane. In practice we need to account for a 3-dimensional distribution of antennas which includes a third component, out of the \( uv \)-plane, the so-called \( w \)-component. The \( w \)-component measures the Fourier mode of the image domain signal along the line of sight, and for wide-fields of view this corresponds to probing the curvature of the celestial sphere, this curvature needs to be accounted for during image reconstruction [12, 7]. Algorithms for accounting for this curvature already exist, such as faceting [13] and the \( w \)-projection and \( w \)-stacking [12] family of algorithms. Each wide-field correction algorithm has a different strategy for modeling wide-field effects during image reconstruction. The wide-field measurement equation can be written as

\[
y(u,v,w) = \int x(l,m)e^{-2\pi i(ul+vm+w(\sqrt{1-l^2-m^2}-1))} \, dl \, dm,
\]

where \( y \) is the measured visibility for the baseline \((u,v,w)\), \( x(l,m) \) is the sky with coordinates \((l,m)\).

One of the greatest difficulties of wide-field imaging is that each measurement can have a different \( w \) term, meaning a different complex exponential needs to be multiplied in the image domain for each Fourier coefficient for accurate imaging. The \( w \)-projection algorithm uses the convolution theorem to apply the image domain multiplication in the Fourier domain using a convolution kernel. The \( w \)-stacking algorithm splits the measurements up into stacks and performs an image domain multiplication for the average \( w' \) and a Fourier transform for each stack.

In our recent work we make new developments to wide-field imaging for each of these components. We show that radial symmetry can reduce the computational cost of the \( w \)-projection kernel calculation. However, we also show that the kernel calculation can be efficiently and accurately performed using adaptive quadrature, so it needs relatively few samples and is independent of the number of pixels used in the image [7]. Furthermore, we use a newly developed \( w \)-stacking \( w \)-projection algorithm to image the radio sources Fornax A and Vela where we can apply non-coplanar correction for each visibility over fields of view of approximately 25 by 25 degrees (see Figure 1) [7, 11]. We use MPI (Message Parsing Interface) with the \( w \)-stacking algorithm to distribute the \( w \)-stacks over a computing cluster, allowing the average \( w \)-component to be corrected for each stack in image domain. Then we use the \( w \)-projection algorithm with radial symmetry to correct for the remaining non-coplanar effect for each visibility in the Fourier domain. In [11] we found that complex conjugation can be used to increase the efficiency of the \( w \)-stacking algorithm, allowing the first time non-coplanar correction to be performed for over 100 million visibilities in a single observation. This was made possible in conjunction with the new distributed convex optimization algorithms.

4 Low Frequency Wide-Band Polarimetry

Radio polarimetry at low frequencies allows precision measurements of linear polarization that can probe magnetic fields in our Universe more accurately than other wave-lengths [14, 15]. The accuracy of the polarimetry allows precise measurements of wide-band Faraday rotation from a linearly polarized signal, where the linear polarization of

![Figure 1. A 25 by 25 degree field of view with Fornax A observed using the MWA telescope and imaged using new distributed wide-field image reconstruction [11]. Each of the 100 million measurements has had its individual non-coplanar term accounted for during image reconstruction.](image-url)
light rotates as a function of wavelength squared $\lambda^2$

$$\chi(\lambda^2) = \chi_0 + \phi \lambda^2,$$  \hfill (4)

where $\chi$ is the polarization angle and $\phi$ is the rotation measure (RM) determined by the integrated magnetic field along the line of sight, specifically

$$\phi \propto \int n_e(l) \mathbf{B}(l) \cdot \mathbf{d}l,$$  \hfill (5)

where $n_e(l)$ is the electron density and $\mathbf{B}(l)$ is the magnetic field vector [16]. There can be different magnetized mediums along the line of sight leading to multiple rates of rotation in the linearly polarized signal. These magnetized mediums can be probed through the use of the rotation measure synthesis measurement equation [16, 17]

$$P(\lambda^2) = \int P(\phi) e^{2i\phi \lambda^2} d\phi,$$  \hfill (6)

where $P(\lambda^2)$ and $P(\phi)$ is the complex linear polarization signal as a function of $\lambda^2$ and $\phi$ respectively. The limited number of channels as a function of $\lambda^2$ describes an inverse problem that is mathematically identical to 1-dimensional interferometry. We describe and show for the first time how at low radio frequencies channel averaging over long wavelengths can result in vector averaging for RM values caused by strong magnetic fields [18]. This creates a decrease in sensitivity to large values of $\phi$ in the new measurement equation for wide-band rotation measure synthesis

$$P(\lambda^2, \delta \lambda^2) = \int a(\phi, \delta \lambda^2) P(\phi) e^{2i\phi \delta \lambda^2} d\phi,$$  \hfill (7)

where $\delta \lambda^2$ is the channel width that determines the averaging at wavelength $\lambda$, and $a(\phi, \delta \lambda^2)$ describes the channel width dependent depolarization as a function of Faraday depth $\phi$. We show this by drawing the connection between the $w$ and $a$-projection [12, 19] algorithms from interferometric imaging and develop a new $\delta \lambda^2$-projection algorithm to correct for the channel averaging depolarization during rotation measure synthesis. We then use the primal dual algorithm to solve for a solution $P(\phi)$ that has been corrected for both missing measurements of $\lambda^2$ and the depolarization due to each channel width $\delta \lambda^2$. This is timely with large RMs becoming increasingly scientifically interesting with strong magnetic fields being poorly understood. Prime examples are from where this will play an extremely important role are newly detected Fast Radio Bursts (FRBs) [20] and the strong excess of Faraday rotation in the Sagittarius spiral arm [21].

5 Conclusions

Recent convex optimization algorithms have allowed interferometric imaging to be developed in a new perspective. This has allowed novel algorithm development that is designed to operate on high performance computing clusters. Furthermore, the methodology and understanding of wide-field imaging and polarimetry are becoming increasingly scientifically important for the next generation of radio telescopes, and a new perspective is needed if the challenges of imaging and polarimetry are to be met.
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