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Abstract

In this work we describe a method of obtaining guaranteed a posteriori estimates of unknown right-hand sides of the Helmholtz transmission problems from indirect measurements of a solution to this problem. The obtained results can be applied in various models of electromagnetics and acoustics that describe excitation of transparent bodies by sources of different kinds.

1 Introduction

In active location of objects, the problems arise of the determination of parameters of the wave fields from certain measurement results. Depending on information about characteristics of radiators and errors of measurements, different approaches of investigating such problems are used. In the case of random errors of measurements, methods of statistical analysis of random fields are employed [2, 3]. The presence of only deterministic errors leads to the necessity of applying novel methods.

To solve the problem of determining parameters of stationary wave fields, we use the methods of a posteriori estimation of parameters. Taking into account a priori information on unknown parameters and errors of measurements, we determine the set of such parameters that correspond to measurement data. Within this set, we choose the parameters optimal with respect to certain criteria. It is shown that such problems are associated with variational approaches to solve inverse problems.

A mathematical theory of guaranteed estimation developed in [4]–[8] creates foundation of the techniques for finding guaranteed a posteriori estimates for Helmholtz transmission problems with inexact data.

The methods further developed in this study are aimed at obtaining the most universal approach applicable for different types of excitations and measurement setting in scalar electromagnetic transmission problems.

2 Formulation of the problem

Let \( D \) be a bounded domain in \( \mathbb{R}^n \) with smooth boundary \( \Gamma \) having the unit outward normal \( \nu \) and \( \varphi = (\varphi_1, \varphi_2) \) be a solution to the transmission problem

\[
\begin{align*}
L_1 \varphi_1 &= B_1 f_1 \quad \text{in } D, \\
L_2 \varphi_2 &= B_2 f_2 \quad \text{in } \mathbb{R}^n \setminus D, \\
\mu_2 \varphi_2 - \mu_1 \varphi_1 &= g_1 \quad \text{on } \Gamma, \\
\frac{\partial \varphi_2}{\partial \nu} - i k \varphi_2 &= a(1/r^{n-1})/2, \quad r = |x|, \quad r \to \infty, \\
\end{align*}
\]

in which

- \( k_1, k_2, \mu_1, \) and \( \mu_2 \) are given nonzero complex numbers, \( 0 \leq \arg k_i < \pi \) (\( s = 1, 2 \)),
- \( L_j \varphi_j = -(\Delta + k_j^2) \varphi_j \), \( \partial \varphi_j / \partial \nu \) is a normal derivative of \( \varphi_j \) on the boundary \( \Gamma \), \( s = 1, 2 \),
- \( f_1 \) and \( f_2 \) are vectors from Hilbert spaces \( H_1 \) and \( H_2 \), respectively,
- \( B_1 : H_1 \to L_2(D) \) and \( B_2 : H_2 \to L_2(D_0) \) are bounded linear operators, where \( L_2(D_0) \) is the space of all complex-valued functions that are square-integrable in a bounded domain \( D_0 \) and extended by zero on \( \mathbb{R}^n \setminus D \),
- \( g_1 \) and \( g_2 \) are functions defined on \( \Gamma \) and belonging to Sobolev spaces \( H^{3/2}(\Gamma) \) and \( H^{1/2}(\Gamma) \), correspondingly.

It can be shown that under the assumptions imposed on \( k_i \) and \( \mu_s \) (\( s = 1, 2 \)) in [1], the transmission problem (1)–(5) has a unique generalized solution such that \( \varphi_1 \in H^2(D) \) and \( \varphi_2 \in H^2_{\text{loc}}(\mathbb{R}^n \setminus D) \).

We suppose that the vector of measurements \( y = (y_1, y_2) \in H_3 \times H_4 \) corresponding to some unknown \( f_1, f_2, g_1, g_2 \) is given, where

\[
y_s = C_s \varphi_s + v_s, \quad s = 1, 2,
\]

\( C_1, \) and \( C_2 \) are linear continuous operators that specify the method of measuring, \( v_1 \) and \( v_2 \) are unknown measurement errors, and \( (\varphi_1, \varphi_2) \) solves the problem (1)–(5).
Assume also that \((f_1, f_2, g_1, g_2, v_1, v_2) \in G\), where \(G\) is a given set in the space \(H \times H_2 \times H_4\), where
\[
\hat{H} := H_1 \times H_2 \times H^{3/2}(\Gamma) \times H^{1/2}(\Gamma).
\]
Denote by \(G_\gamma\) the set
\[
\{(f_1, f_2, g_1, g_2) : (f_1, f_2, g_1, g_2, v_1 - C_1 \varphi_1, y_2 - C_2 \varphi_2) \in G\}.
\]
Let \(L\) be a continuous linear operator mapping the space \(H\) in some Hilbert space \(F\) and let \(f = (f_1, f_2, g_1, g_2) \in \hat{H}\). Denote by \(G_\gamma(L)\) the set of all vectors of the form \(y = Lf\) such that \(f \in G_\gamma\).

Guaranteed a posteriori estimate \(\hat{\psi}\) of vector \(y = Lf\) is found from the condition
\[
\inf_{u \in G_\gamma(L)} \sup_{\psi \in G_\gamma(L)} \|u - \psi\|_F = \sup_{\psi \in G_\gamma(L)} \|\hat{\psi} - \psi\|_F =: \rho_a.
\]
The quantity \(\rho_a\) is called guaranteed error of a posteriori estimation. For various types of measurement operators \(C_1\) and \(C_2\) and for special sets \(G\), including the case of an unbounded set \(G\), we obtain representations for the guaranteed a posteriori estimates and guaranteed errors of a posteriori estimation. We also investigate the connection between such estimates and a priori estimates obtained in [4]–[6].

3 Measurement Examples

We consider two examples of measurements corresponding to different realizations of linear continuous operators specifying the measuring technique. The first one is
\[
y_s(x) = (y_1^{(s)}(x), \ldots, y_m^{(s)}(x)), \quad s = 1, 2,
\]
in which
- \(y_k^{(1)}(x) = \int_{\Omega_k^{(1)}} h_k^{(1)}(x, y) \varphi_1(y) dy + v_k^{(1)}(x), x \in \Omega_k^{(1)}\),
- \(y_k^{(2)}(x) = \int_{\Omega_k^{(2)}} h_k^{(2)}(x, y) \varphi_2(y) dy + v_k^{(2)}(x), x \in \Omega_k^{(2)}\),
- \(\Omega_k^{(1)} \subset D\) and \(\Omega_k^{(2)} \subset \mathbb{R}^n \setminus D\) are nonintersecting bounded subdomains such that \(\Omega_k^{(1)} \subset D\) and \(\Omega_k^{(2)} \subset \mathbb{R}^n \setminus D\),
- kernels \(h_k^{(1)} \in L^2(\Omega_k^{(1)} \times \Omega_k^{(1)})\) and \(h_k^{(2)} \in L^2(\Omega_k^{(2)} \times \Omega_k^{(2)})\) are prescribed functions, and
- \(v_k^{(s)}(x)\) are the errors of measurements.

The second example of measurement that we will study is
\[
y_s = (y_1^{(s)}, \ldots, y_m^{(s)}), \quad s = 1, 2,
\]
in which \(y_k^{(s)} = \varphi_k(x_k^{(s)}) + v_k^{(s)}, x_k^{(s)} \in D, x_k^{(1)} \in \mathbb{R}^n \setminus D,\) where \(v_k^{(1, 2)}\) are the measurement errors and \(x_k^{(1, 2)}\) may be referred to as the measurement point sets.

These measurement examples can find direct applications in scalar electromagnetic transmission problems by using appropriate definitions of the kernel functions and choice of the measurement point sets.

4 Conclusion

Beyond purely theoretical interest and in view of a universal character of the proposed settings for estimation problems and measurement methods, the obtained results can be used for creating mathematical models in automated measurement data processing systems and used for interpretation of electromagnetic and acoustic observations with uncertain and noisy data.
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