Multiple Targets Parameters Estimation for Bistatic MIMO Radar System
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Abstract

In this paper, we present a multiple targets localization and parameter estimation algorithm for a bistatic multiple-input multiple-output (MIMO) radar system. MUSIC estimator is directly employed to estimate the direction of arrivals (DOAs), the amplitude and phase estimator (APES) is used to derive closed-form solution of the direction of departures (DODs), then RCS can be obtained from solutions of DODs and DOAs via least squares method. The DODs and RCS of targets can be solved in close form, and all the parameters are paired automatically. Numerical examples are presented to verify the effectiveness of the proposed method.

1. Introduction

It has been demonstrated that MIMO radar can overcome performance degradations caused by the radar cross section (RCS) fluctuations [1-4], provide super-resolution spatial spectral estimates [3, 5-6], and significantly improve the parameter identifiability[7]. Several nonparametric target parameter estimation methods for MIMO radar with collocated antennas have been proposed in [8-9].

Based on the aforementioned approaches, we consider the signal model of multiple transmitting pulses as [10], and proposed a new method base on MUSIC and APES algorithm. In this paper, we focus on the narrowband bistatic MIMO radar. Similar to some of the aforementioned results, linearly independent waveforms are transmitted simultaneously via multiple transmitting antennas. We consider a combined method, which first estimates the direction of arrivals (DOAs) using MUSIC method and then using the APES estimator, closed-form solution of the direction of departures (DODs) is obtained by exploiting the estimates result of DOAs, finally obtains the RCS exploiting the result of DOAs and DODs estimation. The proposed method provides the joint estimation of DODs, DOAs and RCS where the parameters are paired automatically.

2. Signal model

Assume a MIMO radar system with two uniform linear arrays of $N$ antennas at the transmitter and $M$ antennas at receiver. $d_t$ denotes the inter element space at the transmitter and $d_r$ denotes the inter element space at the receiver. Assume that the number of targets in a particular range and Doppler bin is $P$. The system simultaneously transmits $M$ linearly independent waveforms, denoted by, $s_n = [s_n(1), \ldots, s_n(L)]$, $m=1, 2, \ldots, N$, $s_n s_n^H = L$, where $\cdot^H$ indicates the Hermitian transpose and $L$ being the snapshot number. Let $\phi_p$ and $\theta_p$ be the location parameter of the pth target, DOD and DOA, then let $b(\phi_p)$ and $a(\theta_p)$ be the corresponding steering vector for the transmitting antenna array and the steering vector for the receiving antenna array. $b(\phi_p)$ and $a(\theta_p)$ can be represented as:

\[
b(\phi_p) = \left[1, e^{j2\pi d_t \sin \phi_p / \lambda}, \ldots, e^{j2\pi (L-1)d_t \sin \phi_p / \lambda}\right]^T
\]

\[
a(\theta_p) = \left[1, e^{j2\pi d_r \sin \theta_p / \lambda}, \ldots, e^{j2\pi (L-1)d_r \sin \theta_p / \lambda}\right]^T
\]

respectively.

We formulate the signal model as:

\[
X = \sum_{p=1}^{P} a(\theta_p) c_p b(\phi_p) + \mathbf{V} = \mathbf{A}\Sigma\mathbf{B}^T\mathbf{S} + \mathbf{V}
\]
where $A = [a(\theta_1), \cdots, a(\theta_P)], B = [b(\phi_1), \cdots, b(\phi_P)], \Sigma = \text{diag}(\zeta_1, \zeta_2, \cdots, \zeta_P)$ and $S = [s_1^T, s_2^T, \cdots, s_P^T]^T$, with $\cdot^T$ denoting the transpose. Where the columns of $X \in \mathbb{C}^{N \times L}$ are the received data samples, $\zeta_p \in \mathbb{C}$ denotes the complex amplitude of the reflected signal from the $p$th target, which are proportional to the RCS of the target. Here we define $\zeta_p$ as the RCS of the $p$th target. Note that we assume RCS fluctuations are fixed during a scan, but vary independently from scan to scan. The matrix $V \in \mathbb{C}^{N \times L}$ denotes noise matrix and rows of $V$ are assumed to be independent, zero-mean complex Gaussian with unknown covariance matrix $Q$.

Without loss of generality, it is assumed that the entries of the RCS matrix are independent of one another with identical distribution. It is assumed that the number of targets $P$ is known a priori.

### 3. The proposed algorithm

For the signal model in (3), the spatial covariance matrix can be estimated with $L$ snapshots by $\hat{R}_s = XX^H/L$. Using eigen decomposition, $\hat{R}_s$ is denoted by $\hat{R}_s = E_s D_s E_s^H + E_n D_n E_n^H$, where $D_s$ is a $P \times P$ diagonal matrix whose diagonal elements contain the $P$ largest eigenvalues and $D_n$ stands for a diagonal matrix whose diagonal entries contain the $N - P$ smallest eigenvalues. $E_s$ is the matrix composed of the eigenvectors corresponding to the $P$ largest eigenvalues of $\hat{R}_s$, while $E_n$ represents the matrix including other eigenvectors. Note that $E_s$ and $E_n$ can be regarded as the signal subspace and the noise subspace, respectively.

We discuss MUSIC spatial spectral estimators for the proposed the MIMO radar system. We can estimate the DOAs of targets by searching for the peaks in the estimated MUSIC spectrum.

We construct the MUSIC spatial spectrum function

$$f(\theta) = \frac{1}{L} [a^H(\theta) E_s E_n^H a(\theta)]$$  \hspace{1cm} (4)

Thus, the DOAs can be obtained by searching the peaks of the spatial spectrum function $f(\theta)$ over parameter space. The corresponding estimated DOAs are denoted as $(\hat{\theta}_1, \hat{\theta}_2, \cdots, \hat{\theta}_P)$, and the receive array manifold matrix $\hat{A} = [a(\hat{\theta}_1), a(\hat{\theta}_2), \cdots, a(\hat{\theta}_P)]$ can be obtained at the same time according to (2).

Now consider the DODs estimation. The objective function is designed as [11-12]

$$J(W, \Sigma) = \|W^H X - \Sigma B^H S\|^2$$  \hspace{1cm} (5)

Let $\Gamma = \Sigma B^H$ the objective function $J(W, \Gamma)$ can be rewritten as

$$J(W, \Gamma) = \text{tr}(\left[ W^H X - \Gamma S \right]^H \left[ W^H X - \Gamma S \right])$$  \hspace{1cm} (6)

The APES method can be formulated as

$$\min_{W, \Gamma} J(W, \Gamma) \quad \text{subject to} \quad W^H \tilde{A} = I$$  \hspace{1cm} (7)

where the $I$ is the identity matrix and $\tilde{A}$ is obtained by MUSIC estimator.

It can be shown that

$$J(W, \Gamma) = \left\| W^H X - \Gamma S \right\|^2 = \frac{1}{L} \left\| \Gamma - W^H \hat{R}_s R_s^H \hat{R}_s^H \right\|^2 + W^H \hat{R}_s W - W^H \hat{R}_s R_s^H \hat{R}_s^H W$$  \hspace{1cm} (8)

where $\hat{R}_s$ are defined as $\hat{R}_s = \frac{1}{L} XS^H$.

Hence, minimizing the objective function in (7) with respect to $\Gamma$ yields $\Gamma = W^H \hat{R}_s R_s^H$. Substituting $\Gamma$ into (7), the optimization problem reduces to

$$\min_W W^H \hat{Q} W \quad \text{subject to} \quad \text{Re}(W^H \tilde{A}) = I,$$  \hspace{1cm} (9)

where $\hat{Q} = \hat{R}_s - \hat{R}_s \hat{R}_s^H \hat{R}_s^H$. Since $\hat{Q}$ is the estimate of the unknown noise covariance matrix $Q$, the inverse of $\hat{Q}$ exists. The solution of optimization problem of (9) is easily obtained.
\[
\hat{W} = \hat{Q}^{-1} \hat{A} \left[ \hat{A}^H \hat{Q}^{-1} \hat{A} \right]^{-1}
\]

Therefore, inserting (10) in (9), the estimate of \( \hat{\Gamma} \) is given by
\[
\hat{\Gamma} = \left[ \hat{A}^H \hat{Q}^{-1} \hat{A} \right]^{-1} \hat{A}^H \hat{Q}^{-1} \hat{R}_n \hat{R}_n^H.
\]

Due to the fact that the RCS matrix \( \Sigma \) is diagonal, the rows of \( \hat{\Gamma} \) are the corresponding scaled columns of \( B \). Therefore, we normalize \( \hat{\Gamma}^T \) such that the first row of normalized matrix is same to the first row of transmit array manifold matrix, i.e., \( 1_{\nu,p} \). \( 1_{\nu,p} \) is defined as \( [1, 1, \cdots, 1]_{\nu,p} \). Let \( \tilde{\Gamma} \) denote the normalized \( \hat{\Gamma}^T \), \( \gamma = \xi \hat{b}(\phi_i) \) to be the ith column of \( \tilde{\Gamma} \). Then, \( \hat{b}(\phi_i) = \gamma \xi_i / |\xi_i|^2 \) has the same phases as the steering vector \( b(\phi_i) \). Let \( \Theta_i = \angle \left( \hat{b}(\phi_i) \right) \), where \( \angle(\cdot) \) is to get the phase angles for each element of complex vector \( \hat{b}(\phi_i) \). When \( d_i \leq \lambda / 2 \), we can unwrap the phase as follow
\[
\begin{align*}
\Theta_i(n) &= \Theta_i(n) + \delta \phi(n), \quad n = 1, \ldots, N - 1
\end{align*}
\]
where the superscript \( u \), as in \( \Theta_i^u \), denotes the unwrapped phases, and
\[
\delta \phi(n) = \begin{cases} 
\Theta_i(n+1) - \Theta_i(n), & \Theta_i(n+1) - \Theta_i(n) \leq \pi \\
\Theta_i(n+1) - \Theta_i(n) - 2\pi, & \Theta_i(n+1) - \Theta_i(n) > \pi \\
\Theta_i(n+1) - \Theta_i(n) + 2\pi, & \Theta_i(n+1) - \Theta_i(n) < -\pi 
\end{cases}
\]
The unwrapped phases of transmit steering vector \( \hat{b}(\phi_i) \) is \( \Theta_i^u = [0, \frac{2\pi}{\lambda}, \ldots, \frac{2\pi}{\lambda}(N-1)d_i \sin(\theta)] \).

Then the least squares (LS) principle is adopted to estimate transmit angle \( \phi_i \)
\[
\min_{c_i} \left\| c_i - \Theta_i^u \right\|
\]
where \( c_i = [c_{i,0}, c_{i,1}] \in \mathbb{R}^{2 \times 1} \) is an unknown parameter vector, and \( G = [1_{\nu=1}, \Pi] \) where \( 1_{\nu=1} \) is defined as \( [1, 1, \cdots, 1]_{\nu=1} \).
The solution of (14) is \( \hat{c}_i = \left( \hat{G}^T \hat{G} \right)^{-1} \hat{G}^T \Theta_i^u \), then the LS estimate of the angle is \( \hat{\phi}_i = \arcsin(\hat{c}_{i,1}) \), and the transmit array manifold matrix can be obtained according to
\[
\hat{B} = \left[ \hat{b}(\hat{\phi}_1), \hat{b}(\hat{\phi}_2), \ldots, \hat{b}(\hat{\phi}_P) \right]
\]

It is interesting to note that the DODs and DOAs of the targets are paired automatically.

Now we derive the estimate of RCS from solution of DODs and DOAs via least squares method. We recall that \( \Gamma = \Sigma B^T \), the estimate of matrix \( \hat{\Gamma} \) and \( B \) can be obtained by (11) and (15), respectively. By applying LS method to \( \hat{\Gamma} = \Sigma \hat{B}^T \), the estimate of \( \Sigma \) follows:
\[
\hat{\Sigma} = \hat{\Gamma} \hat{B}^T \left( \hat{B}^T \hat{B} \right)^{-1}
\]
Then the RCS of the ith target can be obtained as \( \hat{\zeta}_i = \left( \hat{\Sigma} \right)_{ii} \), \( i = 1, 2, \ldots, P \).

### 4. Simulations results

Consider a bistatic MIMO radar system where a uniform linear array with \( N = 6 \) antennas at the transmitter, \( M = 8 \) antennas at receiver and half-wavelength spacing between adjacent antennas for the two arrays. Assume that there three targets locate at \( (\phi_1, \theta_1) = (10^\circ, 15^\circ) \), \( (\phi_2, \theta_2) = (-8^\circ, 25^\circ) \), and \( (\phi_3, \theta_3) = (20^\circ, 35^\circ) \), respectively, and their RCS is generated from a normal distribution with mean 0 and standard deviation 1. The received signal has \( L \) snapshots and is corrupted by a additive noise is assumed to be the thermal noise only, which is spatially white, i.e., \( \mathbf{Q} = \sigma^2 I \). In every example, 200 independent Monte Carlo simulations are conducted to assess the angle estimation performance of our algorithm. Define the root-mean-squared error (RMSE) as
\[
\text{RMSE}(\hat{x}) = \frac{1}{P} \sum_{p=1}^{P} \sqrt{\frac{1}{200} \sum_{n=1}^{200} (\hat{x}_{p,n} - x_p)^2},
\]
where \( \hat{x}_{p,n} \) is the estimate of the true parameter \( x_p \) of the nth Monte Carlo trial.

We consider the RMSE of the target parameters estimated by the proposed method versus SNR. The RMSE and root-CRB of the DOAs, DODs, the real part of RCS and the imaginary part of RCS versus SNR are shown in Fig. 1, where
the number of snapshots is selected as \( L = 128 \). Fig. 2 depicts the algorithmic performance with different \( L \) with SNR being 10 dB.

As shown in Fig.1-2, the performance of the proposed method improves steadily as the SNR and number of snapshots increases.

![Fig. 1. The RMSE and root-CRB of estimation for three targets versus SNR, \( L = 128 \).](image1)

![Fig. 2. The RMSE and root-CRB of estimation for three targets versus snapshots, SNR=10dB.](image2)

(a) DOA, (b) DOD, (c) the real part of RCS, (d) the imaginary part of RCS.

5. Conclusions

In this paper, a novel algorithm has been presented for the localization and estimation of multiple targets in the narrowband bistatic MIMO radar system. The MUSIC and APES estimators are considered to jointly estimate the DODs, DOAs and RCS. The solutions of parameters are paired automatically. Numerical examples are presented to verify its effectiveness. It is shown that the number of transmit antennas and receive antennas affect the performance of the DODs and DOAs estimation differently, while it does not significantly affect the performance of RCS estimation.
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