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Our December issue begins with a “Special Section on Disaster Management,” guest edited by Tullio Tanzi. Radio science can play a significant role in mitigating the effects of both natural and manmade disasters before, during, and after their occurrence. This includes the science of most of the Commissions of URSI, and it is one of the clearest ways in which radio science has a direct positive impact on society. The first paper in the special section, by Tullio Tanzi, looks at the objectives of disaster management and the role of radio science. Ethical, legal, and social considerations are also discussed. The second paper, by Michel Parrot and Mei Li, presents a summary of what has been learned from the DEMETER micro-satellite investigations of ionospheric perturbations related to seismic activity. These results suggested the possibility of perhaps being able to develop a system that might provide very-short-term but highly useful warnings of significant seismic events. Daniel Camara’s paper looks at the use of a fleet of autonomous fully automated aerial drones for disaster-relief efforts. Approaches to the management and control of such a fleet are described. Finally, Tullio Tanzi, Olivier Sebastien, and Caroline Rizza consider the use of autonomous crawling devices to detect personal electronic equipment (e.g., cell phones) as a method of locating survivors in disasters. The efforts of Tullio Tanzi and the authors of these invited papers are gratefully acknowledged.

V. Chandrasekar, Luca Baldini, Nitin Bharadwaj, and Paul Smith have provided us with a most interesting paper providing what amounts to a handbook on the calibration of weather radars. While comprehensive in scope, this paper is also written so that it is tutorial in nature. It not only provides a wealth of practical information for anyone working with radar in general (much of the information has application beyond weather radars). It also provides a good introduction to how such radars work at a very practical level. Examples including actual measurements from several radar facilities are used to illustrate the material presented.

The efforts of Tullio Tanzi and the authors of these invited papers are gratefully acknowledged.

This issue contains the first example of some additional new columns for the Radio Science Bulletin.

The first of these is the History Corner. Giuseppe Pelosi has graciously agreed to be the Associate Editor for this column. In this first column, he and Stefano Selleri present a fascinating look at the life and work of Ottaviano-Fabrizio Mossotti. Mossotti’s contributions played a key role in James Clerk Maxwell’s development of the displacement current. Mossotti is also known for the Clausius-Mossotti equation, which, among other applications, relates the dielectric properties of a heterogeneous medium to those of an equivalent effective homogeneous medium. I think you will find this historical article and its illustrations quite interesting.

At the 2015 URSI GASS in Beijing, one or more Early Career Representatives (ECRs) were elected for each
URSI Commission. Stefan Wijnholds became Chair of the ECR Committee, and he has now agreed to join the *Radio Science Bulletin* as Associate Editor for an Early Career Representative Column. He introduces the column and his vision for it in this issue. The column also presents an article by Phil Wilkinson and Paul Cannon, the past and current Presidents of URSI. This article provides an introduction to URSI, and describes its structure and how it works. Even those who have been involved in URSI for some time are likely to learn something from reading this article.

Georgios Trichopoulos is taking over the Book Review column. George is looking for suggestions for books to review, and volunteers interested in reviewing books of interest to radio scientists. Kristian Schlegel had been doing this for a number of years, and his efforts are greatly appreciated.

Since this is the December issue, a list of the officers and committees of URSI is included. Also included is contact information for all the people who give their time in these positions to make URSI work.

**AP-RASC 2016**

One of URSI’s three “flagship” conferences, the Asia-Pacific Radio Science Conference (AP-RASC 2016), will be held August 21-25, 2016, at the Grand Hilton Seoul Hotel, Korea. This is going to be an exciting conference, with all 10 URSI Commissions participating. There is a Student Paper Competition, and Young Scientist Awards will be given. The call for papers appears in this issue. The paper-submission deadline is **March 15, 2016**. You should plan on making your submissions now!

**Happy New Year!**

We’re into the second month of the Georgian calendar, and the lunar new year has just started. Whichever calendar you are looking at, I hope your new year is happy, healthy, safe, and prosperous – and that one of your resolutions is to share what you’re doing in radio science in the pages of the *Radio Science Bulletin*!
The URSI Asia-Pacific Radio Science Conference (URSI AP-RASC) is a triennial conference for the exchange of information on the research and development in the field of radio science. It is one of the URSI Flagship Conferences with URSI GASS and URSI AT-RASC. The objective of the URSI AP-RASC is to review current research trends, present new discoveries, and make plans for future research and special projects in all areas of radio science, especially where international cooperation is desirable.

The 2016 URSI Asia-Pacific Radio Science Conference (URSI AP-RASC 2016) will be held at Grand Hilton Seoul Hotel, Seoul, Korea on August 21-25, 2016. We will have an open scientific program, composed of submitted papers within the domains covered by all the 10 Commissions of URSI.

Topical Areas
- Commission A: Electromagnetic Metrology, Electromagnetic Measurements and Standards
- Commission B: Fields and Waves
- Commission C: Radio-communication Systems and Signal Processing
- Commission D: Electronics and Photonics
- Commission E: Electromagnetic Noise and Interference
- Commission F: Wave Propagation and Remote Sensing
- Commission G: Ionospheric Radio and Propagation
- Commission H: Waves in Plasmas
- Commission J: Radio Astronomy
- Commission K: Electromagnetics in Biology and Medicine

Young Scientist Programs
The following two programs are planned for young scientists:
- Student Paper Competition (SPC)
- Young Scientist Award (YSA)

Paper Submission Deadline: March 15, 2016
All authors are requested to submit their papers written in English that are 2-4 pages in length. Please prepare your paper in PDF format for the submission. The detailed information on paper submission is now posted at the URSI AP-RASC 2016 website. (http://aprasc2016.org/Paper_Submission.php).

Special Issues
The following two special issues are scheduled for publication:
- URSI AP-RASC 2016 Special Issue (to be published in Radio Science)
- URSI AP-RASC 2016 SPC Special Issue (to be published in Radio Science Bulletin)
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1. Disaster Management and URSI

Natural and man-made disasters cause indescribable losses in the areas concerned, both in terms of material wealth and human lives. Once the first emotions following a disaster are over and the topic is disappearing from the headlines, it is the turn of the scientists to analyze the disaster, its causes, and the way it has been managed.

Disaster management requires actions, ranging from anticipating possible consequences to responding and mitigating the effects of a real disaster. Risks inherent to all phases of a disaster are a challenge to our capacity to react quickly and efficiently. The risks may range from the safety of an individual to the economic situation of a region. Irrespective of the precise nature of the risk, it goes without saying that correctly applied knowledge reduces disaster-related risks.

To prevent certain of the worst aspects of disasters, science provides a broad scope of solutions. These include warnings of impending weather or other events (cyclones, tornadoes, floods, fires, droughts, tsunamis, and pestilence), or mitigation of their worst consequences. This is a continuing subject, raising the interest if not the participation of all scientists.

Radio science pervades society. It is an integral part of disaster management, including the mitigation of the effects of disasters. While the latter is often taken for granted, it is a significant part of all actions taken following disasters. For instance, the role of communications during and after a disastrous event is pivotal in assessing damage and providing relief. Each URSI Commission is a reservoir of specialized knowledge, able to contribute to finding new operational and technical approaches to public protection and disaster relief. With these objectives in mind, an Inter-Commission Working Group on Natural and Human Induced Hazards and Disasters was set up at the 2008 URSI GASS.

The impact of cooperation can be further increased when applied in conjunction with the other Scientific Unions of the International Council for Science (ICSU). In fact, this can open an even wider space of new applications for radio science. The International Society for Photogrammetry and Remote Sensing (ISPRS) and URSI have been working together to this end. This activity was initiated in 2009 by Prof. Francois Lefeuvre, when he was President of URSI, and Prof. Orhan Altan, the President of ISPRS. Joint meetings took place in Antalya (2010), in Istanbul (2011), and more recently, in Melbourne (2012). The joint approach will allow more complex problems to be recognized and addressed. URSI and ISPRS are two leading global scientific unions, providing complementary support and leadership to their respective communities. URSI is responsible, on an international basis, for stimulating and coordinating studies, research, applications, scientific exchange, and communication in the field of radio science. URSI encompasses the knowledge and study of all aspects of electromagnetic fields and waves. ISPRS covers complementary disciplines that are of particular interest for disaster management.

2. Disaster Management Special Section Papers

In the context of this issue, the following articles present various aspects covered by the reply URSI can bring to these problems.

2.1 Some Thoughts on Disaster Management

The first paper offers some thoughts on the field, and on the way to reach these objectives. Beyond science and technology, light is focused on aspects falling within the social sciences, such as ethics, legal, and social considerations.
2.2 DEMETER: Results Related to Seismic Activity

In the second paper, Michel Parrot and Mei Li offer us a detailed description of the DEMETER project and its results.

Do seismic and volcanic activity on the ground affect the electromagnetic environment of the Earth’s atmosphere? Satellites have recorded some strange coincidences. The aim of DEMETER (Detection of Electro-Magnetic Emissions Transmitted from Earthquake Regions) was to obtain more-conclusive proof and explanations. Even though DEMETER did detect seismic activity affecting the ionosphere before certain tremors, the disturbances were so weak that they could only be statistically highlighted. Scientists therefore still cannot say if such disturbances of the electric field will appear before a specific tremor, and more broadly, whether we might one day be able to forecast earthquakes.

An original feature of DEMETER was its ability to measure transient very-low-frequency (VLF) electromagnetic phenomena. This provided new insights into the lower region of the ionosphere that had hitherto been studied very little, as it is too high for balloons to reach, and too low for satellites. Thanks to DEMETER’s particle detector, research scientists have also been able to study the compression of the Earth’s magnetic field during very strong magnetic storms, triggered by variations in the Sun’s activity.

Launched in 2004, and operated by the French Space Agency, CNES, the DEMETER satellite observed electric and magnetic signals in the Earth’s ionosphere for more than six years. The data it collected yielded more than 300 scientific articles.

2.3 Topology Control of Autonomous Aerial Drone Networks

In the third article, Daniel Camara discusses the use of a fleet of fully automated aerial drones for relief efforts. In particular, he focuses on the use cases of such a fleet, and the minimum requirements so that the drones can be effectively useful over disaster scenarios. After that, the paper presents a proposal for an autonomous topology management algorithm that is capable of maintaining a mission-based network topology. The algorithm is simple, yet capable of adapting to different requirements, and of enforcing a stable topology, even if all the nodes behave selfishly.

2.4 Designing Autonomous Crawling Equipment to Detect Personal Connected Devices and Support Rescue Operations: Technical and Societal Concerns

The last paper concerns the gathering and processing of reliable information, which is a major aspect of disaster management. Two new trends seem to currently be emerging. On the one hand, personal digital devices, such as smartphones, tablets, and smart watches are getting more and more popular. On the other hand, the range of applications for autonomous civilian drones and robots is becoming wider than before.

One can therefore make use of the latter to quickly detect the former when a crisis occurs, given the hypothesis that connected devices are nowadays mainly attached to a person rather than a place, as in the past. This paper thus aims at studying the technological and ethical, legal, and social questions that such a methodology raises. The paper proposes to frame our forthcoming research into an “ethics-by-design” approach, which will be supported by anticipating effective operational uses (an information-technologies appropriation approach).
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Abstract

A new generation of approaches has appeared in the field of disaster management. These serve to improve the awareness of the situation, and to lead the necessary assessment to ensure the collection of quality data, especially under difficult circumstances such as natural disasters. These approaches rely massively on automated gathering of qualified information. To reach this objective, two challenges must be addressed. The first challenge consists of achieving sufficient autonomy, both in terms of navigation and interpretation of the data, which will be turned into technical and scientific advances.

The second challenge concerns the reliability of systems (for example, unmanned aerial vehicles, or UAVs) being implemented from the point of view of the danger they may pose to the environment in which they operate. The design and development of new embedded architectures enable UAVs to be more autonomous, while mitigating the harm they can potentially cause. In this context, modeling, simulation, and various techniques of formal verification are used in order to validate the critical aspects of a platform, to increase its reliability and resilience. However, it is also necessary to take care of non-technical issues. Another consequence of the development of these new approaches is thus their impact on the preservation of privacy, and more generally, legal and administrative concerns. Taking into account aspects that are not normally our scientific and technological areas, such as, for example, the respect for the rights of the victim (privacy), must therefore be carried out jointly with the work of security (safety).

1. Introduction

Disasters, natural or manmade, inflict dreadful losses on the regions that experience them, both in terms of material wealth and human lives. In extreme cases, survivors may feel death is preferable, especially months after the disaster, when recovery appears to have stalled. While media involve everybody in these events, the scale of the publicized devastation can be mind-numbing to the point of acting as an anesthetic, and time can erode the remaining compassion of the moment. Disasters demand action, from anticipating their potential to responding and mitigating their effects. Risks associated with all phases of a disaster are a measure of our ability to cope with them in a dynamic and highly stressful environment. These risks may refer to anything from the safety of an individual to the economic well-being of a region. Regardless of the exact nature of the threat, we believe that knowledge, correctly applied, will reduce the risks associated with a disaster.

Science has achieved much in alleviating some of the worst aspects of disasters, from providing warnings of impending weather events (cyclones, tornadoes, floods, fires, droughts, tsunamis, and pestilence) to mitigating the worst effects of the initial impact. This is an ongoing undertaking that engages the interest, if not the participation, of all scientists. Radio science pervades society, and plays a major role in disaster management and mitigation. This role is often taken for granted, even though it plays a significant role in the response to disasters. For instance, the role of communications during and after a disastrous event is pivotal for assessing damage and providing relief. Each URSI Commission is a reservoir of knowledge and contributions from experts. The assistance from all URSI Commissions can contribute to new operational and efficient approaches to manage the various events, that arise in our everyday life. With these objectives in mind, at the 2008 URSI GASS, an Inter-Commission Working Group on Natural and Human Induced Hazards and Disasters was created.

The effectiveness is even greater when radio science is applied in conjunction with other disciplines, represented by the other Scientific Unions of the International Council for Science (ICSU). In fact, this can open an even wider range of new applications for radio science. To this end, the International Society for Photogrammetry and Remote
Sensing (ISPRS) and URSI have been working together. This activity was initiated by Prof. Francois Lefeuvre when he was President of URSI, and Prof. Orhan Altan, the President of ISPRS. Joint meetings took place in Antalya, Istanbul, and more recently, in Melbourne. The joint approach will enable more comprehensive problems to be recognized and addressed. URSI and ISPRS are two leading global scientific societies, providing complementary support and leadership to their respective communities. URSI is responsible for stimulating and coordinating, on an international basis, studies, research, applications, scientific exchange, and communication in the fields of radio science. It encompasses the knowledge and study of all aspects of electromagnetic fields and waves. ISPRS covers complementary disciplines of interest for a large scientific community.


As a continuation of the program, an URSI-ISPRS session will be organized during the XXIII ISPRS Congress 2016 in Prague. This will again focus on disaster and risk management. At the end of a session, the creation of a joint working group will be discussed to support longer-term coordination between ISPRS and URSI.

2. Disaster Management

Disaster management relies heavily on remote sensing and the underlying radio science that supports the remote-sensing and communication systems. Many of the challenges are interdisciplinary, and require sophisticated solutions. In this context, a good approach aims at highlighting and exploring the radio science and remote-sensing challenges that must be overcome to support humanitarian relief.

These include a wide variety of sensor systems, including ground-penetrating radars to look for buried people and objects, and the opportunistic detection of electromagnetic emissions from communications devices including cell phones and personal digital assistants (PDAs), which can help to locate lost persons. In both of these cases, the radio scientist is involved in the antenna design, the propagation of wideband signals through dispersive ground media, and also in the signal processing. The remote-sensing community then requires sophisticated search and recognition strategies to quickly identify targets.

All of the fields represented in our URSI Commissions and in the Technical Commission of the ISPRS are useful and necessary to develop an appropriate response to disasters. Indeed, when a natural disaster occurs in a populated zone, a fast and effective organization of disaster management is required to assist the affected population, reduce the number of victims, and limit the economic impact [1]. At all phases of disaster management (pre-disaster, response, and past disaster), one of the first actions to be taken is to set up a disaster-coordination authority. The detection and the monitoring of the impact of natural disasters on the terrain are mainly performed by spaceborne and airborne sensors, relying on radio and optical instruments [2, 3]. Contrary to optical observations, which may suffer from many constraints such as time of the day or weather (i.e., no observation at night or in the presence of cloud cover), radio observations are available 24/7, and relatively insensitive to atmospheric conditions. Radio observations are therefore particularly useful during the “response phase” of the disaster-management cycle, when information must be delivered as quickly as possible to the disaster coordination authority [4-6].

2.1 New Technological Trends for Disaster Management

UAVs may bring significant improvements with respect to these issues. Depending on the requirements of their potential mission, UAVs can be easily equipped with different kinds of sensors, including optical sensors. Of course, their altitude permits a higher quality of images and observation under the clouds. Finally, search and rescue teams may carry UAVs and deploy them following the needs of the site. For example, flying drones can be used to explore flooded areas, in order to find a practical path to victims. In this respect, UAVs extend the exploration range of rescue teams and, at the same time, improve their own safety in areas that may be dangerous. A good example is the senseFly UAV [7]. During the aftermath of the 2010 Haiti earthquake, this automatically mapped the region, enabling the authorities to quickly draw maps of devastated areas. These maps helped the rescue teams, and improved the lives of victims in the aftermath of the earthquake.

As explained in [8], new approaches and the use of new technologies are required for more-efficient risk management before, during, and after a potential crisis. Every specific action at each step of the crisis must be taken into account. For that purpose, new dedicated tools and methodologies are required to enhance the handling of crisis situations.

Use cases where drones have already been useful in humanitarian context are numerous. The cases described hereafter are just a small subset of these, for illustration purposes.

Danoffice IT has a commercial drone solution for disaster response [9]. It was used in real operation sites such as typhoon Yolanda in Tacloban, Philippines, where it helped in the identification of the operation site, and in the identification of feasible roads. During the same disaster, the CorePhil DSI team [10] used a fixed-wing drone, eBee,
to capture aerial imagery of downtown Tacloban. These images where further analyzed through crowd-sourcing, and helped in the generation of the most-detailed and up-to-date maps of the region. These maps were afterwards used by different humanitarian organizations, and even by the Filipino government.

The control of fleets of drones is also not a new theme. In fact, it is a well-studied subject in the military context. Of course, the purpose here is different, and the same goes for the flight control. However, even in military operations, the proposed fleet-control mechanisms basically intend to help humans control the drones, rather than providing a fully autonomous fleet. For example, Cummings et al. [11] proposed an automation architecture to help humans with the supervision of a fleet of drones. However, the drones were not completely autonomous: it was still up to the human operator to decide their mission. The same comments could apply for other work in the field, e.g., the work of Arslan and Inalhan [12], where the whole effort relied on helping one operator control multiple drones.

In a disaster scenario, drones can perform a number of different tasks to help with the relief effort. Tasks may vary from providing means of communication to the creation of high-resolution maps of the area, and the autonomous search for victims. Maintaining communications over disaster areas is challenging. One cannot just rely on the public communication networks: first, because these may be unavailable in remote areas, and second, because even if they are available, the network may be damaged or destroyed. Nevertheless, coordination of the relief efforts requires communication. Drones can work as temporary mobile access points for extending the coverage in affected areas. This service may be offered not only for the rescuers, but also for the general population, with the creation of small picocells. For example, after hurricane Katrina, in New Orleans, the public network was out of service. Verizon, the local provider, granted the right to use their frequencies for a time out, to spare this. We thus have to check to see if this type of policy is still compliant with the aim we try to reach. Another aspect concerns the adaptation of the approach considering the geographical area. Disasters can strike anywhere. The question is thus to determine how such a system can behave, for example, in developing countries with emerging network infrastructure, or compliance with the different local communication standards. Much remains to be done to reach an optimal operational use of drones.

From the technical point of view, sensors have to be improved to cope with the conditions available onboard drones. As far as instructions for use are concerned, international agreements are needed. (1) Several national administrations are opposing the identification of a dedicated harmonized frequency spectrum for public protection and disaster relief (PPDR), favoring a flexible solution that would enable national agencies to choose the most appropriate solution to meet national needs (see ITU-R Resolution 646 (Rev.WRC-15) and Resolution 647 (Rev. WRC-15). (2) Agreement from the International Civil Aviation Organization (ICAO) is indispensable for using drones in any non-segregated space (see ITU-R Resolution COM4/5 (WRC-15).

2.2 Ethical, Legal and Social Considerations

These extended capabilities introduce a new perception, which generates vulnerabilities that are essential to evaluate and assume. Even a catastrophic event such as a major crisis can be absorbed, a question remains: can victims’ rights be bypassed to reach the goal of saving their life? Beyond the classical privacy concerns (pictures, video, etc.), there is also a technological aspect [13]. For example, through a hack can we take control of the mobile phone of a victim buried under rubble without his or her consent, even if it is to establish contact between the rescuers and the victim? Can we use the mobile device’s embedded sensors (video, sound, etc.) to acquire information that will be used to determine how to reach the person [14]?

In “ELSI in Crisis, Do IT More Carefully,” C. Rizza [15] demonstrated how research around the ethical, legal, and social (ELS) aspects of information technology (IT) for crisis management and response not only highlights challenges but reveals opportunities. She recognized that [15]

Emergency situations call for exceptions, including exceptions to fundamental and constitutional rights and suspension of normal moral rules and values, often
fuelled (but not always warranted) by fear of public moral disorder. Such exceptions can erode important civil liberties, and “the wrong kind” of IT innovation in crisis management can amplify a more pervasive “securitization” of society.

It is proposed to integrate information technology “more closely” into crisis response and management, with an explicit engagement with ethical, legal, and social considerations, in order to provide useful insights for a more informed and proactive approach to innovation.

The state of the art stresses three main concerns: data protection and privacy concerns; equality and social justice issues; and safety, liability, and responsibility issues. In our research, it is important to identify other ethical, legal, and social issues, such as the risk of the infringement of human dignity, and the potential impact upon civil liberties due to the pervasiveness of our systems (and algorithms).

We do not have answers to these questions, and part of them are statements of our colleagues in the humanities and social sciences. However, it is important for us to be aware of these issues, and to participate in their resolution. In 1524, Rabelais said “...science sans conscience n’est que ruine de l’âme...” [16] (science without conscience is but the ruin of the soul...).

3. Conclusion

Among all the high-technology objects of our modern environment, drones have an impressively high potential to offer fast and efficient responses in rescue conditions, even if some difficulties must be tackled. New applications, such as intervention in hostile environments, require an effective autonomy of mini-drones concerning the energy (duration of the mission) and the command and control (decisional autonomy). Hardware and software issues have to be addressed: Which algorithmic architectures to adopt? Which embedded system configuration is the most suitable? Which kinds of interface are the most appropriate for victims standing in front of the drone? How can a drone help to appease people in critical conditions, or to provide useful information?

The design of a civilian UAV intended for intervention in post-disaster conditions is an important challenge. The gain in autonomy of drones, coupled with the use of unconventional sensors such as Lidar, IR cameras, etc., will strongly increase the response capabilities of the rescue teams on the ground, for example in people detection, rapid mapping, and damage estimation. To be effective, these customized sensor systems must perform their duties in an independent manner, and be able to communicate their data to the command center. The information will then be inserted into the decision-making cycle. It is also imperative that the manipulation of these systems does not require any special skills. This condition is an indispensable requirement, which explains the rationale of our focus on autonomous flight and mission. Without that capacity, it would not be possible to correctly integrate these new tools within the flow of activities of rescue teams.

Under these circumstances, search and rescue can surely enough make use of drones for a large range of activities. However, if not autonomous and capable of self-organization, these elements can be more of a burden than helpful equipment in a catastrophe scenario. Rescuers must focus on the activity they have at hand: saving lives. It is not their job to spend their time handling drones and the tasks of drones. The proposed architecture intends to provide the organization required for a fleet of drones to autonomously, in a push-button way, scan the region, and provide useful information. Another intention for the proposed architecture is to use this fleet to provide communication over disaster areas, even for severely affected areas.

It is also important to notice that drones should be able to perform opportunistic communication, and to synchronize with nearby nodes. In a disaster scenario, store-carry-and-forward techniques may be the only way to convey important information among the computational elements. Drones can exchange information with each other about the route and the strategies they are taking. For example, if they are moving in the direction of the operations center, they can carry the messages of other drones until their final delivery at the destination. In the same way, message ferries have been designed [5].

Different kinds of drones may provide different services and, ideally, should play the roles they best fit. Even though we could exchange some of the tasks among the different drones, this would have an impact on the end results. For example, we could without a doubt use fixed-wing drones to create a mobile backbone. However, not only would the organization of the drones to provide constant full coverage be more complex, but the lifetime of the backbone would also suffer.

The use of these new tools – such as, for example UAVs – can induce a physical danger to victims and rescuers in case of malfunction. It is therefore essential to ensure that their use generates no risks to their environment. Taking into account aspects that are not, in principle, in our scientific and technological scope, such as respect for the rights of the victim (privacy), must be jointly conducted with the work of security (safety). It is important to ensure that information acquired in the crisis cannot be diverted for other purposes.
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Abstract

For many years, possible electromagnetic effects prior to earthquakes have been searched for in ground-based and satellite data. These events are interesting because they can be considered as short-term precursors (between a few hours and a few days). During more than six years, the DEMETER micro-satellite was dedicated to checking ionospheric perturbations in relation to seismic activity. However, seismic activity has only a small effect on the ionosphere, which is under the constraints of many different phenomena (solar activity, geomagnetic activity, meteorological events, and anthropogenic effects). To reveal a seismic effect, statistical analyses were then performed with the ionospheric parameters recorded by DEMETER. This paper mainly reports the conclusions of these analyses, which indicated that there were perturbations in the ionosphere prior to earthquakes. However, at the end, it was shown with the example of the 2010 Chile earthquake that it was impossible to make a full earthquake prediction.

1. Introduction

Since ancient times, it has been known that seismic activity is able to trigger electromagnetic disturbances in the atmosphere [1]. However, it was only in the 1980s that researchers started to widely study these phenomena, with various ground-based experiments. The main interest is that sometimes these events can be considered as short-term precursors. These events have been also detected in the ionosphere by satellite (see, for example, [2]). In 2000, CNES (the French National Space Agency) decided to launch a dedicated micro-satellite named DEMETER (Detection of Electro-Magnetic Emissions Transmitted from Earthquake Regions). The main scientific objective of DEMETER was not to predict earthquakes, but to study these disturbances in the ionosphere due to the seismo-electromagnetic effects prior to earthquakes.

This paper summarizes the results obtained by DEMETER. The mechanisms that could be responsible for these effects in the ionosphere will not be discussed here: one can see, for example, the recent studies in [3–10]. Section 2 contains a short description of the satellite and its payload. Results of statistical analysis are shown in Section 3. A case study is processed in Section 4, to try to answer the question, “Is it possible to predict an earthquake?” Section 5 presents conclusions.

2. The DEMETER Satellite

DEMETER was a micro-satellite (130 kg), with a low-altitude (710 km) and nearly polar orbit [11]. The launch was in June 2004, and the mission ended in December 2010. The orbit was nearly sun-synchronous (10:30 – 22:30 LT). In order to achieve this objective, the payload of the micro-satellite allowed measuring waves in different frequency ranges, and also some important plasma parameters (ion composition, electron density and temperature, energetic particles). The scientific payload was composed of several sensors:

- Three electric and three magnetic sensors (six components of the electromagnetic field to investigate from dc up to 3.5 MHz)
- A Langmuir probe
- An ion spectrometer
- An energetic particle analyzer.
There were two modes of operation: (i) a survey mode, to record low-bit-rate data; and (ii) a burst mode, to record high-bit-rate data, above seismic regions. The difference between the burst and the survey modes mainly concerned the wave experiment. All details concerning the onboard experiments can be found in [12-16].

DEMETER recorded data all around the Earth, but with some restrictions. Data were not recorded in the auroral zones (invariant latitude > 65°), because the seismic activity is low (except in Alaska), and the large level of natural noise could prevent observations of signals due to this seismic activity. The data were stored in the large onboard memory, which was downloaded when the satellite was above Toulouse (on average, two times per day). The data were then sent to the DEMETER mission center in Orléans for processing [17]. All data files were organized by half-orbits (day side, night side).

3. The results

During the lifetime of DEMETER, many ionospheric perturbations were observed in relationship to earthquakes. Many examples can be found in [18-46]. As the ionosphere also has variations not related to seismic activity, it was important to show that the observations that we attributed to earthquakes were very uncommon. This was done in [35, 41], where the ionospheric behaviors a long time before the occurrence of powerful earthquakes were studied at the same location. In the following, we will consider more complete statistics performed with the complete set of DEMETER data.

3.1 Statistics with the VLF Data

A statistical study of the variations of the electric field up to 10 kHz was performed in [47, 48]. The intensity of the signal received when the satellite passed close to the epicenter of an earthquake some days before and after was then compared with its mean intensity at the same place and under the same conditions. More than 2.5 years of satellite data have been analyzed, and about 2000 earthquakes with magnitudes larger than or equal to 4.8 were taken into account.

As a first step, geographic maps of the electric-field intensity were built as a function of various parameters (local time, magnetic activity, frequency, and season) that are known to have an influence on electromagnetic waves. During the period of analysis, a histogram of the wave electric-field intensity and a cumulative distribution function in the range between 0 and 1 were built for each cell of these maps.

In a second step, the data related to earthquakes (satellite orbits close to epicenters in space and in time) were considered. The values of the recorded data along the orbits were compared with the histograms in the corresponding geographic cells to determine at which values of the cumulative distribution function they corresponded. A superposed epoch method (all earthquake occurrences were adjusted to a zero time) was then used to display these values of the cumulative distribution function considering the time (before and after the earthquakes) and the distance between the projection of the satellite orbit and the epicenters.

This study showed that in the night sector (22:30 LT), there was a statistically significant decrease, by 4 dB to 6 dB, of the measured wave intensity shortly ( ~ 4 hours) before earthquakes with their epicenter at a depth less than or equal to 40 km. Aftershocks were removed from the database, in order not to mix pre- and post-seismic effects. The results were presented as a function of the frequency under the form of relative intensity normalized by the standard deviation. They showed a decrease of the wave intensity measured by DEMETER (more intense when the magnitude was larger) in a frequency range between 1 kHz and 2 kHz. It is important to note that the frequency band where the decrease was observed could be related to the cutoff frequency, \( f_c \), of the first TM mode in the Earth-ionosphere waveguide during the nighttime. It was shown in [49] that the frequency is given by \( f_c = nc/l2h \), where \( n \) is the mode number, \( c \) is the velocity of light, and \( h \) is the height of the Earth-ionosphere waveguide. For \( n = 1 \) and \( h = 90 \) km, one obtains \( f_c = 1666 \) Hz. If the intensity of the electric field decreases, this means that the cutoff frequency is increasing, and it then means that the height of the ionosphere is statistically lower above the epicenters. This study therefore statistically showed that there was an excess of ionization at the bottom of the ionosphere above epicenters.

The work in [47] was extended in [50, 51] using the complete DEMETER data set at the end of the mission (9000 earthquakes). With more than six years of data, these results exactly confirmed the previous results.

3.2 Statistics with the Density of the Ionosphere

Several statistical analyses have been performed with the complete sets of electron and ion density data. First, the density close to the epicenters of earthquakes between one and 30 days before the quake, and the density recorded at the same location between 31 and 75 days before the quake, were compared in [52, 53]. They normalized this ratio by the variance, and they averaged this quantity for all earthquakes as a function of the distance from the epicenters. Statistically, they have shown that there was an increase of the density close to the epicenters during nighttime. This increase did not occur if we replaced the locations of the earthquakes by locations which were randomly chosen. This increase was also more important if the magnitude of the earthquakes was larger. It disappeared if the depth of the earthquakes was larger than 60 km.
In relation to the variations of the density and the temperature, a study of the lower-hybrid resonance (LHR) frequency was done in [54], with three years of DEMETER data. They globally plotted the maps of the lower-hybrid resonance frequency, and the spectral intensity maps of VLF ground-based transmitters that had frequencies close to the lower-hybrid resonance frequencies. On the one hand, they showed that the spectral intensities depended on the relationship between the transmitter frequency and the lower-hybrid resonance frequency. On the other hand, they showed a variation of the lower-hybrid resonance frequency before earthquakes compared to the resonance frequency’s regular behavior, over several seismic regions. They concluded that the variations of the VLF transmitter signal intensity could be used as a possible earthquake precursor (see, for example, [18, 20-23, 27, 28]).

In [55, 56] a statistical analysis was performed in two steps. In the first step, the authors automatically searched for ionospheric density peaks in the complete DEMETER data set (6.5 years). They then eliminated perturbations during large geomagnetic activity, and those not above seismic areas. The outputs were the amplitude, time, and location of the perturbations. In a second step, the authors used a list of earthquakes, and automatically checked to see if a given perturbation could be attributed to a given earthquake. The parameters were the earthquake’s magnitude and depth; the maximum distance, $D$, between the earthquake’s epicenter and the perturbation location; and the maximum time, $T$, between the earthquake and the perturbation occurrence. The outputs were the number of good detections (one perturbation corresponded to one earthquake), the number of false alarms (one perturbation but no earthquake), and the number of bad detections (no perturbation but one earthquake).

For $D = 0$ to 1500 km and $T = 0$ to 15 days, it was shown that $r$, the number of detected earthquakes over the number of all earthquakes, was equal to 44.7%, 51.2%, and 72.9%, for earthquakes with magnitudes $M = 4.8$ to 5, 5.1 to 6, and $> 6$, respectively. The average number of perturbations for a detected earthquake was equal to 3.1, 3.5, and 5.1 for the same three magnitude ranges. The number of false alarms was 22.9%. This meant that the numbers of false alarms and wrong detections were high.

The results of [55, 56] were used to develop a further analysis, which is shown in Figure 1. Considering all earthquakes (18778 out of 21863) that were at a latitude less than 45°, the number of detected earthquakes was 6263, and the number of corresponding perturbations was 14240 (there were earthquakes with several perturbations on the same day, or on different days). Here, we only selected the nearest perturbation of each detected earthquake, regardless of the detected time, and we then got 6263 perturbations. For all these 6263 perturbations, we created a statistic according to the perturbation day (from Day to Day-15), and the distance, $D$, with a 100 km bin (from 100 km to 1500 km). This spatio-temporal histogram related to these detected earthquake perturbations is shown in Figure 1.

The good points (the variations that were expected) of the statistical analysis in [55, 56] and in Figure 1 are:

- The number of earthquakes that were detected increased with magnitude.
- The number of perturbations increased with the earthquake’s magnitude.
- The number of perturbations was maximum just the day before the earthquake. It remained important until four to five days before, and then decreased (see Figure 1).
- The average amplitude of the perturbations increased with the earthquake’s magnitude.
However, these results must be considered with caution, because a good detection did not mean that we were able to predict the earthquake. Uncertainty about the position was large. Uncertainties about the time and the magnitude were much larger. The false alarms were due to natural variations of the ionosphere. The number of wrong detections was also important, and can be explained by the fact that the satellite was above a seismic area only a few minutes per day, and that we did not expect continuous perturbations from a given earthquake. Possible perturbations could thus be missed. It would be feasible to reduce this number of wrong detections if several satellites were simultaneously used. At the moment, the ESA (European Space Agency) SWARM mission has three identical satellites in the ionosphere.

4. A “Real Time” Analysis Related to the 2010 Chile Earthquake

This Chile earthquake of moment magnitude 8.8 occurred on February 27, 2010, with an epicenter located at 35.85°S, 72.72°W. The related ionospheric anomalies were already studied in [41, 57-60]. Here, we just wanted to see if it was possible to predict this earthquake using the database of ionospheric anomalies described in Section 3.2 [55]. It must again be noticed that these anomalies were automatically detected. We checked these anomalies day by day, as if we were in real time, considering an area limited in latitude (−50°, −25°) and longitude (90°W, 55°W) along the fault, which follows the coast of Chile. We assumed we knew nothing except the past. Using the first

Figure 2. Maps of the Chile region, where the latitudes and the longitudes are indicated. The red crosses indicate the locations of the ionospheric perturbations recorded prior to the 2010 earthquake, which is indicated by the green star. From the left to right and from the top to bottom, each panel corresponds to the day written in the title. The last panel corresponds to the earthquake day. The blue triangle corresponds to the automatic determination of the epicenter obtained by the average of the anomaly positions (see the text for an explanation).
three months of the years 2007, 2008, and 2009, density variations were monitored in the vicinity of the epicenter at the same local time and seasonal conditions in [41]. Their Figure 5 indicated that an increase of the plasma density was very uncommon at this location and at this time. In our database, we selected relative anomalies larger than 20%. The results of our process are shown in Figure 2. The days for each panel run from the left to the right and from the top to the bottom. We started to plot an anomaly on the map on January 27, 2010 (i.e., one month before the earthquake), and we then automatically plotted other anomalies for the other days. On January 31, 2010, there were several anomalies in the area, and we decided to average the positions of all anomalies in order to determine the position of a possible earthquake. This position is indicated by a blue triangle. The time was going on and we continued the automatic process. Each day, we recalculated the position of a possible earthquake. At the end, we arrived on February 27, 2010, the day of the earthquake, but it was impossible to know that it was the day of the earthquake. It was impossible to predict the time of the earthquake. We could just give a warning to say that anomalies were registered in the vicinity of a given location. Concerning the magnitude of this earthquake, we could just say that it must be a large magnitude, because anomalies started to appear tens of days before. A better determination of the epicenter would be found if we weighted the position of the anomalies with their amplitudes. This was done in Figure 3.

One must mention that when we visually selected the three half-orbits where the amplitude of the density perturbation reached a maximum, the locations of these maxima were aligned. The intersection of this line with the known fault also gave a good approximation of the earthquake’s epicenter location [41, Figure 4].

5. Conclusion

Using DEMETER data, we statistically showed that there are ionospheric perturbations prior to earthquakes. Density perturbations at the altitude of the satellite and at the bottom of the ionosphere were detected during nighttime. No amplitude perturbation of the electromagnetic waves was observed, but the wave anomalies concerned the propagation of these waves in the Earth-ionosphere waveguide. It was not possible to make earthquake predictions, because uncertainties about the occurrence time were too high.

At the moment, another dedicated ionospheric satellite, named CSES (China Seismo-Electromagnetic Satellite), is being developed in China (CIE) [61]. Its scientific payload will have more experiments than onboard DEMETER. The important point is that there are a lot of ground-based experiments in China, measuring many parameters linked to the seismic activity. It is expected that the comparison between the two data sets (ground and satellite) will lead to a better understanding of these seismo-electromagnetic effects.

A full earthquake prediction (location, time, magnitude) is unrealistic, but in the future, it will be possible to give an earthquake warning if many parameters (seismic, atmospheric, ionospheric) are simultaneously monitored. To our knowledge, this has been done only once in the past, on February 4, 1975, in Haicheng, China, prior to a M7.3 earthquake [62].
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Abstract

This paper discusses the use of a fleet of fully automated aerial drones for relief efforts. In particular, we focus on the use cases of such a fleet, and the minimum requirements such that the drones can be effectively useful over disaster scenarios. After that, the paper presents a proposal for an autonomous topology management algorithm that is capable of maintaining a mission-based network topology. The algorithm is simple, yet capable of adapting to different requirements. It is capable of enforcing a stable topology even if all the nodes behave selfishly.

1. Introduction

In general, disaster scenarios are chaotic places, mainly for the first wave of relief-effort teams. Access may be hard, and the resources for the rescue-operation teams may be relatively limited. The first hours after a disaster are the hours where we have the biggest probability of finding people alive, but unfortunately, these are also the more turbulent hours. Communication capabilities in the target region may be lost, the very map of the region may be outdated, and access to areas may have been compromised by, e.g., debris, flooded roads, or collapsed buildings. This

Figure 1. An example of the deployment of a mission-based airborne network, where different nodes perform different tasks, providing different kinds of information and services. A is a blimp squadron, which is stable and has a large autonomy. It can be used as a network backbone to provide connection to the other nodes. B is a fixed-wing node that can be used to take aerial photos, to automatically determine the up-to-date cartography of the affected region. Node C is a vertical-axis drone, which can hover over a specific point, trying to sense signals and pinpoint possible survivors.
combination of factors, plus the scarcity of human resources and the feeling of urgency in finding/contacting affected people demands an efficient and organized set of measures. Some of these measures typically require specialized rescue professionals, but automated drones could perform others. This would free the rescuers from their burden, and let them focus on the tasks for which their attention is fundamental.

The tasks drones can excel at performing are normally non-intrusive task. For example, they can go from providing network access over the affected area and automatically mapping the changes in the region’s topography, to the detection of victims using a series of distinct sensors. Figure 1 shows a possible topology for drones where different drones perform different tasks over a defined area. It should be noted that we should always try to use the right tool to perform the task at hand; different tasks may require different drones. However, one thing is general: over disaster scenarios, drones should always be as autonomous and independent as possible, so that they are operational without draining the scarce human resources. By autonomous, we mean that drones should have their own missions to perform, and they complete each mission or set of missions without any human interference. Ideally, they would receive their mission or set of missions and their priorities from the command operation center, work on each one until it is fulfilled, and at this point, demand a new set of missions. As much as possible, the drones should be autonomous: even tasks such as recharging should be automatic, so that they are performed without human interference. This is an important point, because independently from the powering model used, e.g., electric or internal-combustion engines, the available energy is always limited and, at some point, it will end. Moreover, drones may continuously work on their missions 24/24, fulfilling mission after mission. On the other hand, human operators cannot, so it is reasonable to assume the presence of automatic mechanisms to optimize the availability of drones.

In this paper, we will talk about autonomous topology control for mission-based aerial drones. We understand the mission as being a well-defined task that can be autonomously performed by the drones. The missions could be as varied as providing a temporary communication structure, creating up-to-date maps of the affected region, or even searching for hot spots where the rescue teams may have more chances of finding victims. We will provide the topology and connection requirements drones should satisfy to be able to address these and other missions.

2. Related Work

Airborne networks are wireless-communication networks formed by nodes such as satellites, balloons, drones, or fixed-wing aircraft. Figure 2 shows some of the technologies that can be involved. These kinds of networks have their origins in military environments,
where flying nodes are used to create an access network over hostile environments. However, we recently have seen the development of civil interest in drone networks. For example, Google’s Loon [1] wants to provide Internet access to populations without access. The project seeks to create a hierarchical airborne network of high-altitude balloons, traveling on the edge of space, around 20 km above the Earth’s surface. At this altitude, the balloons will move with the wind currents in the upper atmosphere to provide access to connect people in rural and remote areas, to help fill coverage gaps, and to bring people back online after disasters [2]. The intention is to establish partnerships with local telecommunications companies to share cellular spectrum, and to enable directly connecting to the balloon network with LTE-enabled devices. The signal is then routed over the balloon network and, at some point, back down to the global Internet on Earth. Each balloon can provide connectivity to a ground area of about 40 km in diameter.

Facebook has also demonstrated interest in flying technologies to provide Internet access to uncovered areas. They recently acquired Ascenta, a UK-based company that designs solar-powered drones. Mark Zuckerberg, the head of Facebook, wrote a post stating they are “working on ways to beam Internet to people from the sky” [3]. In a press release [4], they discussed some of the different technologies that can be used for offering aerial solutions for connectivity, and that different populations have different needs. However, taking into account the series of restrictions and challenges for a project this big, a network of drones operating at 65,000 feet (~20 km) is viewed as an ideal access-providing mechanism. Although not many of the techniques used to interconnect the drones and the different technologies have been released, among the advantages for a drone network stated in the press release are the following [5]:

- With the efficiency and endurance of high-altitude drones, it is even possible that an aircraft could remain on the air for months or years, much longer periods than their balloon counterparts.
- Unlike balloons that drift on the wind with limited controls, drones can remain over a specific city or area.
- In case of need for maintenance, drones can be easily returned to Earth and redeployed.

The topology management and control of airborne networks is a critical subject for network success, giving the dynamic nature of the network. The links among the nodes must be easily and quickly reconfigurable to respond to the mobility of the flying nodes. Aerial nodes can often change flight paths and missions. Moreover, sudden changes in climatic conditions may have great influence on the mobility of the nodes. Automatic and dynamic topology-management mechanisms play a fundamental role in maintaining network connectivity. Even though still a young research field, different organizations, with different objectives, were proposed in the context of airborne networks. Milner et al. [6] proposed the formation of a backbone network with airborne networking platforms (ANPs) to enhance the reliability and scalability of tactical networks. This set of airborne networking platforms may be seen as mobile base stations with predictable and well-structured flight paths. The possible combat aircraft on a mission are the mobile clients. The topology-control mechanism proposed there can be used to maintain such a topology, but it goes even further in the sense that it automatically adapts to different kinds of missions. Controlling a small set of configuration parameters, one can not only maintain a backbone, but can also change the way the other nodes are interconnected, taking into account the mission at hand. We are interested in maintaining a stable connected network for the backbone, but we also want our topology-management mechanism to handle the connectivity of the drones in the mission, whether or not in a specific formation.

A relatively simple way to improve network connectivity is to have large transmission ranges for the airborne networking platforms. However, a large transmission range also implies a high power consumption. In order to decrease the power consumption, targeting the improvement of the network lifetime and the autonomy of the drones, one can control the power of the transmission to decrease the range of the nodes. The smaller the range, the smaller also is the interference among users. However, in this case the role of the topology-management mechanism in maintaining the connectivity becomes even more important. In [7], Shirazipourazad, Ghosh, and Sen defined a critical transmission range (CTR) to be the minimum transmission range of the airborne networking platforms necessary to ensure that the dynamic network formed by the movement of the airborne networking platforms remained connected at all times, even in the presence of attacks and node failures. However, they mainly targeted one specific scenario: providing access to other aerial nodes. They also considered that the full network flight plan was known in advance, and did not greatly change during the mission. That is a strong assumption, mainly for drone networks in disaster areas.

In [8], Krishnamurthi et al. presented MAToC (Mission Aware Topology Control), a topology-control mechanism for the backbone of airborne networks. MAToC uses a distributed protocol to exchange the flight plans of the nodes, and uses these collected plans to assign optimal power, channel, and boresight directions to the airborne antennas. MAToC uses a geometric optimization methodology to assign antenna powers to maximize signal-to-interference-and-noise ratio (SINR). It also constantly monitors the links, searching for broken links to afterwards fix them. The feedback comes either through the routing layer or through proactive Hello/Hello-Ack messages. To ensure the connectivity of the airborne network, backup links are maintained to replace possible faulty links. Link failure can occur in highly dynamic airborne networks because of factors such as mobility, interference, or jamming. A well-
A known solution is to maintain a secondary communication channel that can be set up when the original link fails [8]. One of the main ideas behind MAToC is that in networks that utilize omnidirectional antennas – typical on networks composed of tactical aircraft – the only means of controlling the topology is by varying the transmitted power. While keeping a high transmitted power may improve connectivity and reduce the number of hops required through a network, it also increases the interference and complexity of routing. However, Krishnamurthi, et al. do not consider that other solutions, such as different frequencies and dual radios, could also be considered.

Midkiff and Bostian [9] presented a two-layer network-deployment method for organizing public-safety networks (PSNs). Their network consisted of a hub and possibly many purpose-specific routers to provide access to nodes in the field. In some sense, our work provides the same kind of topology, since we are interested in the backbone creation to provide access for the end nodes, e.g., firefighters in the field. However, the work of Midkiff and Bostian had two characteristics that we want to avoid. First, the hub represents a single point of failure. If something happens to it, all the communications would be down, even between nodes inside the field. It is important for public-safety networks to be as resilient as possible. The second issue we want to avoid if possible is long-range communications, and the fact that all transmissions pass through the hub. One of the objectives of this work is to avoid as much as possible single points of failure, while ensuring the availability of local communications. Narrowing communications to the areas they are really needed, we save resources for other transmissions that really need to cross the network.

The EU FP7 ABSOLUTE [10] investigated the possibility of deploying a hybrid aerial-terrestrial network architecture, in order to provide LTE broadband communications over a large disaster area. Access would be granted using specific-purpose aerial eNB (AeNB) and a low-altitude platform (LAP) to provide aerial coverage to a large area, and a portable lightweight terrestrial eNB (TeNB) to enhance network capacity in hotspot areas. The radio spectrum is supposed to be shared between multiple AeNBs or TeNBs. The architecture, depicted in Figure 3, was intended to provide fast deployment and LTE accessibility during disasters or temporary events. In [11], Zhao and Grace proposed a flexible topology management for the architecture proposed by the ABSOLUTE project. The topology-management proposal was based on the activity in a given area: the greater the traffic, the better the coverage in the area. They also proposed to use information from the satellites to provide the first hint of where to deploy the available AeNBs and TeNBs. After that, the algorithm positions the stations based on the probability of message retransmissions. If a given TeNB becomes inactive below a given threshold, it is removed from that low-use area and deployed into another area.

### 3. Topology-Control Requirements for Network Reliability

In short, topology management, or topology control, is the process of building and maintaining a given network topology. Santi [12] highlighted that it is related to the dynamicity of the nodes, and the control of transmission power to save energy and to control network density. Having a well-organized and predictable network structure greatly simplifies the work of the algorithms of upper layers, and the stability of the network. Whether centralized or distributed, i.e., acting globally or locally, topology-management mechanisms have a systemic impact as they organize the network as a whole.
Bearing in mind the need for self-organizing MANET-like networks, this work intends to contribute to the development of an efficient and customizable autonomous topology-control mechanism. Before proceeding to details of the proposed method, we want to present the characteristics that a topology-management algorithm should present. To be useful the topology-control (TC) algorithm should:

• Control the number of nodes offering a given service/having a specific role. For example, in an LTE network, eNBs are responsible for providing access and organizing the traffic in their cells, whereas UEs could be used as relays.

• Perform the topology reconstruction to reach a stable configuration, while respecting the desired topology.

• Ensure stable, or at least as stable as possible, topologies.

• Produce well-balanced network topologies, where no node is overloaded.

4. Topology Management for Mission-Based Aerial Networks

4.1 Mission-Based Topology Description

The topology-management method proposed here targets the control of mission-based aerial-drone networks. The network nodes have a predefined mission, and a squadron leader that is responsible for the squadron. During the mission, squadron nodes work as a cluster. The squadron leader also works as the cluster head, organizing the communications inside the cluster. We will indistinctly use cluster head and squadron leader here, as from the point of view of the network, their function is the same. However, the squadron leader is assigned before the start of the mission, while the cluster head is a temporary role nodes assume to provide connection to him and to the other nodes in his neighborhood. Each squadron has a specific mission that differs among squadrons and during the time of the operation. As an example of missions, we could cite roving over specific points to provide access to ground-rescue teams, or scanning a delimited geographic area searching for survivors. In general, nodes in the same cluster present similar patterns, and tend to be close each other.

Each squadron has its own identifier, and the flying nodes connect to the leader of their squadron based on this identifier. During the mission, if the squadron gets split and part of the squadron gets out of the range of the leader, a new leader for the squadron needs to be elected. The new leader should be the drone with more resources. When two sub-squadrons are in communication range of each other, they should merge.

At the merge, the original leader always has the preference. In the absence of this, the node that is serving as leader to more nodes should become the leader. In case of a failure of the leader node, an election should again take place, and once more the winner should be the node with more resources. Whenever a node becomes isolated or far from its leader, it becomes a leader, and connects to the other leaders in the region. If it enters into a region covered by another leader with a higher rank, the node gives up being a leader and asks the high-ranked leader to join its group. Figure 4 shows an image extracted from the Sinalgo simulator, with three defined squadrons flying together.

4.2 The Bases of the Proposed Method

The method we propose to fulfill the requirements listed in Section 3 to control the network described in the previous section uses a market-based approach. This approach uses a heuristic that is based on economic concepts. The strategy we describe here relies on the laws of supply and demand to dynamically organize the network structure. In his book, The Wealth of Nations, Adam Smith said, “It
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is not from the benevolence of the butcher, the brewer, or
the baker that we expect our dinner, but from their regard to
their own interest” [13]. As we will show, just as in Adam
Smith’s statement, even though nodes behave selﬁshly,
using the market-based approach they manage to reach
the best possible allocation, as it ﬁts their own interests.

The three laws of supply and demand can be described
as follows [14]:

- When demand is greater than supply, prices rise, and
when supply is greater than demand, prices fall.
- The greater the difference between supply and demand,
the greater the force on prices.
- Prices tend to an equilibrium point, called a Walrasian
equilibrium, at which supply equals demand.

Going back to the topology-control algorithm
requirements from Section 3, we can map the need to
control the number of clusters to the ﬁrst law of supply
and demand.

We thus associate a cost with the services the node
requests from/provides to others, i.e., a basic communication
price. At any given time, different providers may have
different prices, depending on both their type and load.
By controlling the prices of different services offered in
the network, we can control the number of nodes offering
each. Regardless of the exact pricing scheme, the proposed
mechanism emulates a free market, where each agent –
i.e., each node – is assumed to be rational, and to selﬁshly
choose its consumption to maximize its utility. On the one
hand, nodes thus constantly monitor the market in search
of a smaller communication price, and switch whenever
possible to cheaper service providers: what reduces the
cost of their previous provider, but increases the cost of
communication prices with the number of nodes they are
attending. However, if these prices become too high,
they will start losing customers out to their competitors. In some
conditions, client nodes may even decide to themselves
become providers (thereby initiating new clusters): the new
cluster, which tends to reach an equilibrium.

The network is also required to converge to a stable
state as fast as possible. The need for an equilibrium can be
related to the third law of supply and demand. The second
law implies that the greater the differences between supply
and demand, the greater the force on prices, and the faster
the resulting convergence.

In fact, any free or competitive market such as the
market we just described, under conditions, leads to a
Walrasian equilibrium [15]. This equilibrium point is also
a Pareto optimal arrangement, where no changes in the
allocation of goods and services can beneﬁt a participant
without causing damage to others. This follows from the
ﬁrst theorem of welfare economics [15]:

- [A1] The market for all possible goods exists and there
  are no externalities present, i.e., all costs and beneﬁts
  are transmitted through prices. In our model, the only
  price is the price given by the pricing formula.
- [A2] The market is perfectly competitive and no
  participant has enough power to inﬂuence the prices.
  This is also satisﬁed by our setup, since the possibility
  of clients themselves becoming providers is a mechanism
  that breaks any potential monopoly.
• [A3] The cost of transactions is negligible. There is no hidden cost attached to the transactions.
• [A4] Market participants have perfect information, all agents are rational and have access to full information about all products at all times. This is ensured by having prices for every possible provider and node type frequently exchanged among the nodes.

A globally fair and efficient allocation of resources and the corresponding equilibrium point is thus achieved in a competitive market when supply equals demand for any good or service traded among the peers: in our case, the connection/communication with the rest of the network. Algorithm 1, shown in Figure 5, presents a broad view of the protocol put in place for controlling the topology of the nodes over the experimental section. All nodes apart from the squadron leaders start as isolated nodes (IN). These isolated nodes try to find a leader (cluster head, CH), from the same squadron. If they find a cluster head, they attach to this leader; if not, they become one. Nodes have two interfaces. The first is to talk to the nearby nodes in the same group. The second interface is used only by the group leaders to connect to other group leaders. This second interface has a larger range and intends to interconnect the various clusters. It thus is accessible to all nodes, independently of their squadron and size.

5. Experiments

The evaluations were carried out using the Sinalgo simulator [16] in a space of 3000 m × 3000 m × 2000 m, where nodes ran for two simulated hours. The simulations were conducted with ranges of 400 m and 700 m for interfaces one and two, respectively. All experiments were conducted using Linux Ubuntu 14.04.1 LTS on an Intel Xeon W3670 3.20 GHz twelve-core machine, with 12 GB of RAM. All graphs are presented with a confidence interval of 99%, and each point is the result of averaging over at least 34 runs with different network configurations. The nodes arrived randomly, and were placed near to their squadron leader. Nodes have a tendency to follow their leaders, but this tendency was not fully enforced by the mobility model. For the experiments, nodes flew over the area following a normal random-way-point speed distribution, where the average was 10 km/h and, on average, nodes kept one direction per at least 20 s.
Nodes were divided into squadrons. Regular nodes (mobile routers, MR) from different squadrons did not directly talk to each other: the communication needed to go through the cluster heads, which could transfer messages through the second interface. Table 1 summarizes the main simulation parameters used over the experiments.

The main objective of the experiments was to show that the market-based approach could effectively be used to control the topology of aerial drones. Here, we used the market-topology control to organize the network into a two-layer hierarchical structure, but other kind of organizations are also possible. The graph in Figure 6 presents the number of cluster heads when we varied the density of nodes and the number of independent squadrons in the same area. We could perceive that the number of cluster heads, the nodes responsible for organizing the network, was linked to the number of nodes in the network. We could also perceive that the larger the number of squadrons, the larger the number of cluster heads. This was expected, as the nodes could only exchange information and connect to clusters within the same squadron. The larger the number of squadrons, the smaller was the probability of finding a cluster around in the same squadron, and thus the number of cluster heads to manage the different squadrons grew.

Figure 7 presents the average size of the clusters. We could perceive that they stabilized around 3.5 nodes per cluster. This was linked to the mobility model used. Nodes when flying together tended to form stable clusters, but as the random direction mobility model did not enforce the formation, clusters tended to split, and nodes changed from one cluster to another. We could also observe the clear influence of the number of squadrons over the size of the clusters. The bigger the number of squadrons, the smaller the cluster sizes.

With the mobility, part of the nodes tended to become cluster heads. However, they did not provide connection services to any other node, i.e., no other node attached to them. This was a regular and expected behavior. However, it should kept low, since these stand-alone cluster heads represented a cost in terms of control messages, which helped to decrease the network’s autonomy and hardened the access to the medium. Figure 8 shows the average number of standalone cluster heads over the whole simulation time, taking into account the size of the network and the number of squadrons. For small densities, the number of standalone cluster heads tended to be stable, and linked to the number of squadrons acting in parallel over the target area. With an increase in the network density, nodes also tended to spread and move more over the target region, and this increased the number of nodes that become cluster heads to try to maintain the connection with the rest of the network.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulator</td>
<td>Sinalgo</td>
</tr>
<tr>
<td>Simulation time</td>
<td>2 hours</td>
</tr>
<tr>
<td>Area (L×W×H)</td>
<td>3 km × 3 km × 2 km</td>
</tr>
<tr>
<td>Interface 1 range</td>
<td>400m</td>
</tr>
<tr>
<td>Interface 2 range</td>
<td>700m</td>
</tr>
<tr>
<td>Percentage of loss messages</td>
<td>0.01%</td>
</tr>
<tr>
<td>Average speed</td>
<td>10 km/h</td>
</tr>
<tr>
<td>Number of squadrons</td>
<td>1, 2, 3, 4, 5</td>
</tr>
<tr>
<td>Prices to connect</td>
<td>DH: 0, CH: 5, MR: 15</td>
</tr>
<tr>
<td>Max cluster size</td>
<td>16 nodes</td>
</tr>
</tbody>
</table>

Table 1. The main simulation parameters.

Figure 8. The average number of standalone clusters during the simulation period.
6. Conclusions

To be effective in a disaster scenario, rescuers require a set of information and services, for example, up-to-date geographical information and network-connection capabilities, among others. Aerial drones may fulfill part of these needs. In the future, aerial drones may become an invaluable tool for providing a number of different services and providing information to help with disaster-relief efforts. However, to be effective, the organization of the different kinds of nodes needs to be as autonomous as possible. The network should work with the least human interaction possible. Among the tasks that should be accomplished autonomously by the nodes is the auto-organization of the network.

This paper discussed the problem of creating and maintaining a stable network topology for aerial-drone networks. We presented different initiatives and methods, and we discussed how a market-based heuristic could be used to control the topology of a significantly large aerial-drone network. The presented method, which was based on the economics principles of offer and demand, successfully organized the topology, even in presence of honest selfish nodes. We called them honest because they did not try to cheat on their prices to attract/refuse connections. On the other hand, they were selfish because they tried to get the best connection cost possible. For this reason, they were constantly searching for the “best deals” among the clusters in the region in which they were.

The network tended to a stable point, where all the clusters had more or less the same price, and where it was not worth changing providers. However, as the prices were linked to the number of nodes being served by a cluster – and nodes moved, leaving old clusters and connecting to new ones – the prices varied, and nodes entered in concurrency. It was interesting to note that even in a selfish environment, we could foster collaboration. In this competitive environment, we only set the basic prices to different types of services, and we let the nodes decide if they were or were not willing to pay the price. Nodes did not collaborate to form a stable and consistent topology because they were altruistic. They collaborated because they could gain something with this collaboration, in this case, “paying” less for their connection. Instead of penalizing collaboration, this simple fact fostered it. Nodes then had a reason to collaborate, and even to behave well toward each other.

The topology was relatively stable, but more experiments need to be made in order to evaluate the impact of the technique with more realistic mobility models and different mission-based scenarios.
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Abstract

Gathering and processing reliable information is a major aspect in disaster management. That is why information technologies have used been more and more for this purpose. Currently, two new trends seem to emerge. On the one hand, personal digital devices, such as smartphones, tablets, and smart watches are becoming more and more popular. On the other hand, the range of application of autonomous civilian drones and robots is becoming wider than before.

One can therefore make use of the latter to quickly detect the former when a crisis occurs, given the hypothesis that connected devices are nowadays mainly attached to a person rather than a place, as in the past. This paper thus aims at studying the technological and ethical, legal, and social questions that such a methodology raises. We propose to frame our forthcoming research into an “ethics-by-design” approach, which will be supported by anticipating effective operational uses (an information-technology-appropriation approach).

1. Introduction

In our field of research, there are problems that integrate the ethical, legal, and social (ELS) aspects more than others. The topic we propose to focus on in this article is clearly one of them. Let us consider an example to illustrate this fact. Using drones to assist victims in an area where a war occurs can lead to unexpected behaviors from civilians (fear, panic, or even aggressiveness), because the civilians can consider the UAV (unmanned aerial vehicle) a threat. They might have seen or been told of military drones, such as the Predator, which are weapons: hence, the “Predator Syndrome.” For several non-technical reasons such as this, research efforts toward a humanitarian drone cannot be made without taking into account the ethical, legal, and social aspects from the conception stage to the terrain experiments. Social sciences thus allows raising questions and giving clues about the best solutions to address the problem globally: that is to say, technically and non-technically speaking.

In a 2012 staff working document about “A European Strategy for the Development of Civil Applications of Remotely Piloted Aircraft Systems (RPAS),” (Commission Staff Working Document, 2012 [1]), the European Commission identified the usefulness of drones for crisis management, and their potentials in completing global monitoring for environment and security (GMES), as well as in becoming part of a European disaster surveillance system [1, p. 18]. More recently (in 2014), the European Commission [2] reaffirmed the “societal benefits of this innovative technology.” It also shed light on the social and ethical aspects this technology raises, namely, safety, privacy and data protection, third-party liability and insurance or security concerns.
In a context of crisis, drones can support societies in dealing with uncertainty. Tanzi and Isnard [3], and Tanzi and Lefevre [4] explained how in the post-disaster phase drones can collect information not necessary accessible without their intervention. They consequently can support a more relevant and adapted response to the crisis. The authors underlined the required advanced capacities (e.g., energy and decision-making) necessary to design and implement autonomous drones for rescue missions. In collaboration with humanitarian organizations (French “Protection Civile;” Médecins Sans Frontières, MSF; International Committee of the Red Cross, ICRC; etc.), they have identified three main scenarios:

1. The automatic coverage of a geographical area, including a devastated area;
2. The identification of groups of victims and their classification (e.g., adults/children);
3. The automated search for buried victims (in rubble, for instance), or for lost persons in difficult areas, such as forests, based on the electromagnetic radiation from the victims’ personal items (e.g., smartphones).

As underlined by European Commission official documents, a literature review in the field, and the practitioners, there are potentials and societal benefits in using drones in crisis situations, but at the same time, ethical, legal, and social issues (ELSI) arise. In this paper, we propose to adopt a dialectic position in order to shed light on these opportunities and challenges.

Our paper is structured as follows. First, a literature review frames the ethical, legal, and social concerns raised by such use: 1) data protection and privacy concerns when using victims’ smartphones to locate them; 2) equality and social-justice issues related to the digital divide, and the consequent risk of forgetting non-equipped victims; 3) safety, liability, and responsibility issues in the case of technical failure and victims’ injuries. We also present design approaches (e.g., “responsible research and innovation,” “ethics-by-design,” and “design in practice”) for information-technology (IT) supported crisis management and response.

Second, based on the Labsoc (Telecom ParisTech, Nice Sophia Antipolis) research work on autonomous humanitarian drones for rescue operations, we present the capabilities of drones for crisis management and response. More specifically, we shed light on how drones constitute an asset for coordination centers and rescue teams for both communication and detection activities [5]. For the activities of communication/ coordination, site/ground investigation, search and rescue operation, and autonomous victim detection, we identify and assess the opportunities and challenges of drones. In our work, we have made the hypothesis that there is a strong link between a victim and a communicating device (e.g., a mobile phone) that he/ she owns. Consequently, the detection of electromagnetic waves emitted by these objects will make it possible to locate victims and to guide rescue teams during their intervention. We are also convinced that the autonomy of drones is required to fully assist and contribute to rescue operations.

The third part discusses the societal challenges raised by our research work. We conclude by framing our forthcoming research into an “ethics-by-design” process, supporting the design and implementation of autonomous drones for rescue operations, and framing/anticipating their uses by taking into account (from the design to the appropriation phase) the ethical, legal, and social considerations they raise.

2. State of the Art

In this first section, we would like to present the state of the art (1) related to what we have identified as the ethical, legal, and social issues raised by the design and use of autonomous drones for crisis management and response – mainly privacy, social justice and safety concerns; and (2) focused on design methods we consider relevant and useful for our work.

2.1 Autonomous Non-Human Agents, Systems of Systems, and Privacy Concerns

The literature on the uses of information technology for crisis or emergency management and response sheds light on how information and communication technology is increasingly supporting the collection and processing of citizen-generated content.

Calderon, Hinds, and Johnson [6] explained how human agents and non-human agents (autonomous systems) are increasingly being used to respond to large-scale disasters such as earthquakes or hurricanes, as well as in the decision-making process. They focused their attention on the difficulty of providing the right information – whether provided by humans, non-humans, or both – to the right agent. This difficulty is present whether the agent is a human, a drone, or an autonomous virtual agent, and the information must be provided at the right time in complex situations (i.e., such as those observed during emergency responses during large-scale disasters).

In order to address this question, public safety communities and public service agencies are more and more likely to use more and more ubiquitous and pervasive system of systems, in order to prevent and manage situations of crisis or emergency. A system of systems exists “when a group of independently operating systems – comprised of people, technology and organizations – are connected, enabling emergency responders to effectively support day-to-day operations, planned events, or major incidents” [7,
core ethical principles, such as bene...and mistakes from part of the emergency agency, due to the...in some parts of the emergency response...data controllers considered that it was not legal to pass personal data initially collected from victims by the Family Assistance Centre on to successor organizations for follow-up support. This complicated continuity of care for people at a very sensitive time.

Büscher et al. [8] argued for designing and implementing “in practice” emergency management information systems, enabling decision makers to balance individual rights to privacy with the need for information.

### 2.2 Social-Justice Issues When Using IT for Crisis Communication and Response

Different papers have worried about how using information technology for managing, responding to, and communicating during a crisis raises social-justice issues due to the risk of leaving behind non-equipped or special-needs citizens. According to Easton [15], inclusive design is often overlooked in emergency system’s development, leading to increased marginalization of certain societal groups, such as older or disabled persons. Technological developments lead to more agile response, but it is fundamental that new opportunities and benefits coming from such technological advances are equally given to all citizens. More specifically, equality of provision in relationship to emergency response and participation has to be ensured. Through the concept of the “digital divide,” Easton [15] warned about the risks of exclusion of already marginalized populations from the data spread at the time of the crisis, and from the decision-making process due to unbalanced information collected from across the Internet, sensors, and information systems.

Stephens and Ford [16] were also concerned by such issues. Looking at how mobile devices are used for crisis management, they addressed digital inequalities in the workplace and their implications in organizational crisis communication. They explained how the digital divide can be due to structural implementations, not social determinants. The way workplace policies banishes mobile devices affects the way employees receive urgent information. The authors shed light on what they named “information holes” among:

1. Employees of workplaces the policies of which authorize them to keep their mobile devices during working hours, and employees of workplaces the policies of which do not;
2. Supervisors that are allowed to use mobile devices and required to be accessible at any time, and disadvantaged non-managerial workers that are non-authorized, or feel like being non-authorized, for using mobile devices at work.
The main concern of regulators is safety and liability. According to Finn and Wright [13], safety is a primary consideration for individuals when it comes to addressing the large-scale deployments of drones.

The Societal Impact Report (2012) of the FP7 program PACT underlined the opportunities offered by drones in crisis management and humanitarian aid. However, it also highlighted possibilities and concerns about crashes, collisions, and loss of communication between the device and the ground station for drones. The OCHA 2014 Report on Unmanned Aerial Vehicles (UAV) in Humanitarian Response (p. 9) also raised safety and liability concerns:

The main concern of regulators is safety and liability. Even high-end military models like the Predator crash with some frequency, although injuries are rare. In urban environments, however, even a smaller UAV could cause injury or property damage.

### 2.3 Drones in Crisis Management and Humanitarian Aid: Safety and Liability Concerns

According to Finn and Wright [13], safety is a primary consideration for individuals when it comes to addressing the large-scale deployments of drones.

The Societal Impact Report (2012) of the FP7 program PACT underlined the opportunities offered by drones in crisis management and humanitarian aid. However, it also highlighted possibilities and concerns about crashes, collisions, and loss of communication between the device and the ground station for drones. The OCHA 2014 Report on Unmanned Aerial Vehicles (UAV) in Humanitarian Response (p. 9) also raised safety and liability concerns:

The main concern of regulators is safety and liability. Even high-end military models like the Predator crash with some frequency, although injuries are rare. In urban environments, however, even a smaller UAV could cause injury or property damage.

### 2.4 Responsible Research and Innovation, “Ethics-by-Design” and “Design in Practice” Approaches When Using Information-Technology-Supported Crisis Management and Response

Von Schomberg [18] argued that classical ethical theory and conventional ethical practice do not address both aspects of unintentional consequences and collective decisions that should be taken into account while considering the issues of ethical responsibility in scientific and technological developments. He proposed an ethic of co-responsibility that should arise from reflections on the social processes in which technological decision making is embedded. Indeed, the “co-evolution” or “co-construction” of technology and society [19, 20] requires thinking about how information technology is designed and implemented, i.e., used in a specific context, such as crisis or emergency management and response. According to C. Rizza et al. [21], initiatives such as “privacy-by-design” or “ethics-by-design” [22, p. 12] attempt to deal with the current critique of technology’s contempt of ethical, legal, and social concerns. For instance, “privacy-by-design” heightens sensitivity to privacy issues during design, and can enforce compliance with privacy regulations when designing technology [23].

In the context of information-technology-supported crisis management or response, Büscher et al. [10] explored practices focused on “privacy-by-design” to implement “privacy sensitive agile emergency response,” without breaking fundamental freedoms. Specifically, they considered that privacy-by-design should be supplemented with methods supporting translation into the design and appropriation technologies. In the contextual, practiced nature of “privacy boundary management,” designers need to understand and anticipate how technology might be effectively used on the ground. Büscher et al. [10] proposed to create socio-technical systems supporting ethical conduct through a “design for an ethics of emergence,” suggesting “a human practice focused approach” when designing emergency-management information systems, in view of ethical and legal challenges.

Nathan, Klasnja, and Friedman [24] proposed a method supporting critical, systemic, long-term thinking in current design practice, technology design, and implementation. They framed their work in the “technological appropriation” approach. They considered that a technology is designed in, from, and content for determined uses and purposes, and is also shaped by individuals and society at large. Consequently, it can be appropriated in multiple ways. To help in anticipating how actions taken today will shape future conditions, they introduced the concept of value-scenarios, drawn upon five key elements: stakeholders, pervasiveness, time, systemic effects, and value implications. They argued that a careful consideration of diverse ranges of consequences, both positive and negative, is the key component of a design process.

### 3. The Capabilities of Drones in Crisis Management and Response

When a disaster occurs, rescue operations have to be quickly and efficiently organized to help populations, reduce the number of victims, and mitigate economic consequences. An inefficient organization generates additional damages, as well as delays the recovery phase. Facing uncertainty is closely related to issues of reliability, performance
quantification, deception, attention focus, and effective translation of reported observations/inferences. When engaging a response, crisis managers are never totally aware of the current situation, which is a very unstable situation, by definition. Setting trust – defined as “the expectation of a reliable or good outcome despite vulnerabilities and imperfect knowledge” [25, p. 771] – combined with a data-control process would allow overcoming this data-quality issue. At any time, rescue teams need relevant information from the terrain in order to assess and monitor situations they have to face.

3.1 Designing Autonomous Crawling Equipment

Designing drones to support rescuers is a significant challenge [26]. Among high-technology objects of our modern environment, drones have potentials in supporting and extending the capabilities of rescue teams.

Tanzi and Isnard [3] defined the required advanced capacities (e.g., energy and decision-making) to design and implement autonomous drones for rescue missions. In collaboration with humanitarian organizations (i.e., French “Protection Civile,” MSF, ICRC), they defined the following scenarios, framing the capabilities of drones in crisis management and response:

1. The automatic coverage of a geographical area, including a devastated area;
2. The identification of groups of victims and their classification (e.g., adults/children); and
3. The automated search for buried victims (in rubble, for instance), or lost persons in difficult areas (such as forests), based on the electromagnetic radiation of the victims’ personal items (e.g., smartphones).

We consider that the flight capabilities of light drones, combined with non-conventional sensors (such as LIDARs and IR cameras), will significantly extend rescue-team response capabilities in the detection of victims, ground mapping, damage estimation, etc. We are currently working on a new architecture that combines specific hardware and software features to optimally benefit from the potential of light drones (see Figure 1).

This new architecture is based on autonomy properties supporting and managing the drone’s mission objectives. Indeed, we believe that using drones would not be efficient if specific competences were required from emergency units. Autonomy is then a sine qua non condition of such success. For instance, drones have to be able to monitor their own battery according to the situation (i.e., mission duration), while assuring the proper functioning of command and control systems (i.e., decision-making autonomy with regard to the mission objectives). Reflexive reactions, developed in an emergency process layer, should guarantee flight security. These mechanisms have to be protected from accidental or malevolent interference. An additional layer supports the adaptation of the mission planning and allows real-time reassignment.

In the following, we briefly present how drones constitute an asset for coordination centers and rescue teams by embedding specific sensors.

3.1.1 The Added Value of “Autonomous” Drones

Autonomous drones can be used to quickly detect victims and to acquire information when a crisis occurs, given the hypothesis that connected devices are nowadays mainly attached to a person rather than a place, as in the past. Indeed, detecting such devices may be easier and faster than other methods, thus allowing the drawing of priorities. Specifically, we present two related aspects of
Communication, between stakeholders and with victims, is to establish a coordination center for operations, and to thus assist ground teams.

In this context, we would like to prove that crawling device autonomy is a requirement, as well as a desirable feature.

Indeed, it is firstly a necessity, because there are very few rescuers in comparison to the number of victims. The rescuers therefore have to be preserved as far as possible from tasks that divert them from their duty, including managing a drone, which would moreover require skills such as informatics, electronics, mechanics, etc.

Secondly, this is also a matter of efficiency: human decisions are of course at the center of the reaction during a crisis. In many cases, the machine cannot make the decision by itself. However, it can facilitate the process, by offering objective information about the current situation. Indeed, under certain circumstances, this process can be altered: tiredness, stress, or even because of natural factors such as night, rain, mud, or excessive heat. In such conditions, autonomous drones can relieve rescuers in two ways. On the one hand, they can go to places that are difficult to reach, including unstable terrain, such as rubble. On the other hand, they can embed modern sensors, such as ground-penetrating radar (GPR), which can enhance the perception of the situation. Ground-penetrating radar is able to detect the slightest movement of a body breathing under the remains of a building. Autonomy is therefore needed for efficiency, because it allows scanning a large area in a limited amount of time, without altering rescuers’ activities.

4. Drones in Crisis Management and Response Activities

We structure our analysis according to the following crisis-management and response activities (see Figure 2):

- Communication and coordination
- Site/ground investigation
- Search and rescue operations
- (Autonomous) victim detection

For each item, we emphasize the role of autonomy in the response.

4.1 Communication and Coordination

In disaster management, the first stage for stakeholders is to establish a coordination center for operations. Communication, between stakeholders and with victims, is crucial. Even if communication infrastructures have been damaged, communication has to be supported, and most of the time, rescue teams use radios and satellites. In this context, we consider that drones can extend communication capacities, since they can be deployed as mobile radios relays. They can also transmit messages in “disruption-tolerant network” (DTN) mode.

We are aware that drones generate their own requirements, such as a dedicated control center supported by the mobile units on the ground. Autonomous “behavior” of the systems, implemented to manage and respond to the crisis, supports operation and response transparency. Collected data has to be transmitted to manage rescue teams and engage response. In this context, we consider that drones should be autonomous when deciding whether communicating raw data or processing data before communication is better, in order to prioritize operations.

Last but not least, communications between the control center and the drone have to be secured to avoid any interference (from vandals, for instance), to prevent third-party unauthorized access to sensitive data, and to possibly detect communication abnormalities such as a drone crash, radio interference, etc.

4.2 Site/Ground Investigation

The identification and follow-up of a disaster’s impact are mainly conducted through spatial and airborne means, based on radio and optical techniques. Due to optical limitations (i.e., night or a cloudy environment), radio investigations (e.g., microwave-based) – which are available 24 out of 24 hours and seven out of seven days, without any atmospheric limitations – are more likely to be used. They are specifically useful during the response stage of the disaster-management cycle, i.e., when information has to be collected and delivered as soon as possible to the crisis-management center [27-29].

Drones can significantly improve the data-collection process. They can be easily equipped with different types of optical or radio sensors, according to the mission. Their flight altitude enables data collection in a cloudy environment. Relief teams can bring and use drones according to the needs on the ground, e.g., to explore flooded areas or the ruins of buildings, in order to find and then reach potential victims. From our point of view, drones extend the range of investigation means of relief teams, and improve their security in specific risky or dangerous areas. For instance, following the 2010 Haiti earthquake, the SenseFly drone demonstrated the capacities of drones in automated mapping and in victim detection, by allowing authorities to quickly map devastated areas [30].

The design and integration of autonomy are fundamental for these applications. Indeed, a drone can face situations where communication with the management
center is impossible or limited, due to interference or obstacles on the ground, or when a radio relay is not available. Following both communication capabilities and the complexity of sensors, collected data has to be processed by the built-in system, or sent to the control center in order to be processed, interpreted, and used by operational units. In any case, autonomy is essential when drones are used by “non-experts,” even if autonomy does not mean no remote control.

Again, at this stage, access to collected and stored data (i.e., communication during flight and in case of an accident) has to be secured. Furthermore, these data cannot be sensible with regards to victims’ privacy, and rescue systems cannot be used by a third party and cannot hinder rescue operations [31].

### 4.3 Search and Rescue Operation

As for ground investigations, satellites and planes are often used to localize and count victims. Questions related to passive systems, atmospheric conditions, and the availability of systems remain significant.

Autonomy is crucial in this phase. An appropriate range of sensors has to be combined to identify humans from inanimate objects, especially when victims are buried under rubble and cannot be optically detected. Drones should also be able to distinguish victims from rescuers. Finally, algorithms have to be adapted to the detection and monitoring of victims or groups of victims, in order to anticipate their movements and to potentially determine the support they may require.

Low-altitude and navigation autonomy can be a threat, as victims or rescuers may be injured in case of a crash, for instance. Consequently, such systems have to take into consideration this risk from the design phase. Security mechanisms must be integrated to prevent and manage any potential malfunctions of material or software. For instance, operating a drone in degraded mode is possible with less engine power in order to land safely or, if not possible, to raise a parachute to reduce the impact consequences when returning to the ground.

The implementation of drones for these types of applications also sheds light on societal challenges. For instance, in a war context, the apparition of a drone can be horrifying for a non-prepared victim (i.e., Predator Syndrome), and can consequently reduce the rescue-operation effectiveness. Non-prepared victims also may not notice a drone and not identify themselves, while they would identify themselves in the case of a traditional aircraft (i.e., a helicopter or plane). New methodologies and norms have to be defined to support practices.

### 4.4 Autonomous Victim Detection

The identification of the affected population constitutes an important issue when engaging rescue operations. Two levels of identification— with objectives that are clearly different — need to be reached: identification of individual victims, and identification of groups of victims.

In the case of the identification of single victims, the objective is to determine their specific localization, and to follow them. It is important to first determine whether this person has already been identified or not (in order not to identify the same person n times). Classification information of individuals has to be constituted in terms of position and time-stamping. Thanks to this information, and according to the crisis context, it will be then possible to detect and classify a movement as normal or suspicious (e.g., wrong direction, too-low speed, etc.), and to prioritize the operations of rescue teams.

As far as the identification of groups of victims is concerned, the difficulty is to assess the density of the group, its general movement, and the evolution of the number of constitutive persons. To do so, it is possible to use work on the identification of a persons’ size and the colors of the persons’ clothes when establishing a visual signature.
allowing the following of a group. These image-processing techniques are quite well known and come from the CCTV domain: the histogram of oriented gradients constitutes the usual detection algorithm, while the bounding-box and the color-image-histogram algorithms can be used to achieve persons tracking. These algorithms are useful in CCTV field, but they have not been assessed yet for an embedded solution.

Autonomous drones present capabilities in supporting crisis management and rescue operations. One can indeed make use of them to quickly detect the former and acquire information when a crisis occurs, given the hypothesis that connected devices are nowadays mainly attached to a person rather than a place, as in the past. Specifically, we have presented two related aspects of an innovative solution to enhance rescue operations that is still in a development stage: using autonomous devices such as drones to crawl the area where a disaster occurred to gather information and such assist ground teams. In the following section we discuss these aspects based on the social concerns presented above in the literature review. Our aim is to draft recommendations allowing us, in the next stages of our project, to design and implement drones for information-technology crisis management and response, taking into account potential ethical, legal, and social concerns “in practice.”

5. Conclusion

In “ELSI in crisis, do IT more carefully,” Büscher, Lieg, Rizza, and Watson [32] demonstrated how research around the ethical, legal, and social aspects of information technology for crisis management and response not only highlights challenges, but reveals opportunities. They recognized that [32]

Emergency situations call for exceptions, including exceptions to fundamental and constitutional rights and suspension of normal moral rules and values, often fuelled (but not always warranted) by fear of public moral disorder. Such exceptions can erode important civil liberties, and “the wrong kind” of information technology innovation in crisis management can amplify a more pervasive “securitization” of society.

They proposed to integrate information technology “more closely” into crisis response and management, with an explicit engagement with ethical, legal, and social considerations in order to provide useful insights for a more informed and proactive approach to innovation.

The Labsoc research group working on drones for humanitarian purposes made two strong hypotheses when designing their build-in systems:

- There is a strong link between a victim and a communicating object (e.g., a mobile phone) he/she owns. Consequently, the detection of electromagnetic waves emitted by these objects will make it possible to locate victims and guide rescue teams;
- Drones will not be able to fully reach their support objectives if they require rescuers’ specific competences. Consequently, autonomy constitutes a sine qua non condition of such success.

The state of the art stressed three main concerns: data protection and privacy concerns; equality and social justice issues; safety, liability, and responsibility issues. Our design scenario clearly confirms these issues.

Our research project also allows us to identify other ethical, legal, and social issues. These include the risk of human-dignity infringement, and the potential impact upon civil liberties due to the pervasiveness of our systems (and algorithms).

Our design approach requires both technological and social research work. This is because, as we discussed before, even if we aim to design systems to save lives, as suggested by the state of the art, exceptions can lead to the erosion of civil rights. In order to design our system more “more closely” into crisis response and management with an explicit engagement with ethical, legal, and social considerations, our forthcoming research on this particular topic gathers scientists from both domains. Interactions of course take place during development as far as how features are implemented, but they play a major role when terrain tests take place, because this is the main way to validate our original hypotheses, formulated at the very beginning of the project.

As recognized before by Büscher et al. [8], we would like to supplement our “ethics-by-design” approach by translating this design into a technology appropriation process. Indeed, simulating the action of the system in near-real conditions allows to involve real actors, such as stakeholders, risk and rescue teams, and, of course, citizens. In order to achieve those tests, we are currently working closely with institutions, organizations, companies, and associations such as the French Civil Protection. Understanding and anticipating how our system might be effectively used will then allow us to design a socio-technical design supporting ethical, legal, and social conduct.

The next step may thus consist of performing real system tests in areas where disasters such as tsunamis, typhoons, or earthquakes can occur, especially if usual modern communication means (e.g., cell phone or broadband Internet access) are rare or not available in such areas (such as a small island). In addition to evaluating the system efficiency, this would allow people to get used to seeing drones, so that the day a crisis happens, they would be not surprised by those flying robots, avoiding the “Predator Syndrome.”
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Abstract

The calibration of weather radars has a direct impact on the accuracy of measurements and is therefore critical for most applications. For this reason, calibration has been an active topic of study since the early days of radar meteorology, involving both the research and operational communities. More recently, the discussion on radar calibration has been enriched by new challenges. First, the operational use of dual-polarization radars has created a new set of demands for differential measurements. Second, the use of radars in a network has highlighted the importance of best practices and standards to assure that all the radars of the network provide meaningful and comparable measurements. Moreover, modern technology has provided many avenues for automating the calibration process, thereby minimizing errors.

This paper was developed from the 2013 Weather Radar Calibration Laboratory Workshop, held at the Colorado State University (CSU) CHILL radar facility, Colorado, and from guidelines for calibrating ground-validation radars of the NASA/ JAXA Global Precipitation Measurement (GPM) mission. This paper takes a fundamental look at the weather-radar calibration process. It aims to illustrate to a broad audience how a collection of consolidated techniques and modern technologies can be used for the purpose of calibrating radar, with special attention to dual-polarization systems. Examples referred to real measurements at several radar facilities are shown.

1. Introduction

The concept of the calibration of a weather radar system covers multiple aspects. Fundamentally, a weather radar measures the backscattered echo from precipitation. It produces derived variables, such as the equivalent radar reflectivity factor (denoted by the symbol $Z_e$, or simply, $Z$, and expressed in units of $\text{mm}^6\text{m}^{-3}$), the mean and standard deviation of the Doppler velocity spectrum; and, for dual-polarization radars, the differential reflectivity ($drZ$), the differential propagation phase ($\Phi_{dp}$) in degrees, the co-polar correlation coefficient ($\rho_{hv}$), and some additional variables depending on the type and configuration of the radar system. For such radars, system check procedures include co-polar and cross-polar measurements, and specific procedures for monitoring the differential reflectivity, differential phase, and co-polar correlation coefficient can be adopted. While the calibration of radar measurements such as reflectivity is important, the radar provides information on these quantities as a function of three-dimensional position in polar coordinates. Position calibration is therefore also very important in a weather-radar system. The positioning in a mechanically scanning radar system is accomplished through azimuth and elevation positioners, and the angle data are typically...
The range to a radar echo is determined electronically from timing considerations, and timing measurements in radar are fairly accurate.

In this document, an introduction to radar as a system is first provided, to define the various aspects of calibration. Subsequently, system-check procedures are described from the perspective of “knowing the system behavior or characteristics.” To help understand radar as a system, it can be broadly divided into transmitter, receiver, and antenna subsystems, the propagation medium, and the scatterer(s) (Figure 1). To characterize the scattering object(s) within the illuminated volume, the transmitter, receiver, and antenna should be well characterized; in addition, we need to understand the behavior of the propagation medium. The transmitter determines the characteristics of the radiated signal (frequency, modulation, and amount of transmitted power), whereas the pointing of the antenna determines the direction of transmission, and the type of antenna determines the signal polarization.

Radar is a complex system consisting of many components, such as signal oscillators, receivers, amplifiers, filters, and microwave components. A typical radar system has too many components to make it feasible to characterize every component. For this reason, it is usually more useful to evaluate and characterize the system in terms of its major subsystems. Procedures to accomplish this task are illustrated in Section 2. For an overall verification of the radar calibration, it can be convenient to characterize the radar system as a whole. Section 3 describes and discusses some “end-to-end” radar calibration procedures. Radar calibration operations require expert personnel. Availability of “built-in” techniques can be effective for automatically monitoring some key elements contributing to the variation in radar calibration. Section 4 describes a couple of examples of built-in calibration techniques. Finally, Section 5 summarizes the calibration techniques and the instruments necessary to perform them. Recommendations for a calibration protocol are finally drafted.

2. Characterization of Radar Subsystems

The most important or commonly encountered calibration of weather radar is the calibration of the equivalent reflectivity factor, or $Z_e$. To understand calibration to characterize the measurement of $Z_e$, it is useful to take a look at the weather-radar equation. In radar meteorology, it is conventional to express the volumetric radar cross section, $\eta$ [m$^2$ m$^{-3}$] in terms of the equivalent reflectivity factor as

$$ Z_e = \frac{\lambda^4}{\pi^2 |K_w|^2} \eta, \quad (1) $$

where $\lambda$ is the radar wavelength [m], and the dielectric factor, $|K_w|^2$, is computed for water. The received power at the radar at a chosen reference point (typically, at the output port of the antenna, the forward port of a directional coupler, or sometimes, at the input to the first amplifier or low-noise amplifier), can be expressed as

$$ P_r(r) = \left( \frac{ct}{2} \right) \left( \frac{P_0 G_0^2}{4 \pi} \right) \left( \frac{\pi \theta_\phi \phi_\phi}{8 \ln 2} \right) \left( \frac{\pi^2 |K_w|^2}{\lambda^2} \right) Z_e(r) r^2, \quad (2) $$

where the various quantities are defined according to a standard weather-radar equation [1]. In particular, $\theta_\phi$ and $\phi_\phi$ [radians] are the antenna’s 3-dB beamwidth in azimuth and elevation, respectively; $r$ is the pulse duration [s]; $P_r$ is the transmitted peak power; $G_0$ is the antenna gain; and $c$ is the speed of light.

When the receiver sees power $P_r$ at a time $\Delta t$ seconds after the pulse transmission, the range, $r$, is therefore obtained as $r = c \Delta t/2$. The above equation is then used to compute the reflectivity, giving

$$ Z_e = \left( \frac{2}{ct} \right) \left( \frac{P_0 G_0^2}{4 \pi} \right) \left( \frac{8 \ln 2}{\pi \theta_\phi \phi_\phi} \right) \left( \frac{\lambda^2}{\pi^2 |K_w|^2} \right) r^2 P_r, \quad (3) $$

Based on this, the minimum-detectable reflectivity at a range $r$ for unity signal-to-noise ratio (SNR) can be expressed as

$$ \min(Z_e) = \frac{1}{\pi^2 |K_w|^2} \left( \frac{2}{ct} \right) \left( \frac{4 \pi}{P_0 G_0^2} \right) \left( \frac{8 \ln 2}{\pi \theta_\phi \phi_\phi} \right) \lambda^2 r^{-2} (kT_B), \quad (4) $$

In a general sense, the receiver and signal processor determine how weak a signal can be measured. The received
signals are processed through a filter, usually at intermediate frequency (IF), to enhance the signal-to-noise ratio, and that results in some signal loss.

Accounting for that, the IF power received from range \( r \) can be written as

\[
\mathcal{P}_r(r) = \left( \frac{G_r}{L_r} \right) \cdot \left( \frac{c^2}{2} \right) \cdot \left( \frac{P_t G_0^2}{8 \pi h n_2} \right) \cdot \left( \frac{\sigma^2}{\lambda^2} \right) \cdot Z_r(r), \tag{5}
\]

where \( G_r \) is the receiver gain, and \( L_r (> 1) \) represents the filter loss. Figure 2 shows the power measurements at the reference plane, which could be anywhere between the circulator and the antenna but is usually at a directional coupler nearer the circulator. It is important to establish such a common reference plane, not only for the measurements of transmitted power, but also for measurements of effective antenna system gain (Section 2.2.5) and for the receiver calibration (Section 2.3).

A radar is composed of three main subsystems: the transmitter, the antenna, and the receiver (or receiver and radar signal processor, or RSP). Each subsystem can in turn be decomposed into several discrete components. Consequently, a radar system has so many components that it is difficult to be able to characterize every component. For this reason, it is sometimes convenient to evaluate and characterize the radar system as a whole, as described in Section 3. However, to obtain diagnostic information, it is useful to consider the main subsystems and to individually characterize each single subsystem, or to consider combinations of two subsystems, such as the set of transmitter and antenna, and the set of antenna and receiver. For the sake of this characterization, many methods described in this section make use of external, or “known,” sources, such as the sun or an external transmitter (with a standard antenna), and a receiver that can allow one to characterize more than one subsystem.

The pyramidal standard-gain horn is useful in this work. This is composed of four conductive planes arranged to form a pyramid with a rectangular base, terminated with a flange for connecting it to a waveguide. The nominal gain is provided by the manufacturers as a function of wavelength and polarization. A standard-gain horn can be procured or shared among organizations. It is used to analyze polarization states by rotating about its axis (orthogonal to the polarization plane), using precision rotary positioners. The horn should be placed in the far field of the antenna, and on an elevated platform in a relatively clear area, to avoid multipath reflections and beam blockage.

The sun is also a useful reference source, which can be used for several aspects of the radar-calibration process. Its usefulness also arises from the fact that it can be observed from most places on the Earth on a regular basis (except at very high latitudes, both North and South). It can be treated as an un-polarized standard noise source, the position of which at any time from a given location on Earth can be precisely predicted. The solar flux incident on the surface of the Earth is generally non-polarized, and varies from 100 to 300 solar flux units (an SFU is defined as \( 1 \times 10^{-22} \text{W Hz}^{-1} \text{m}^{-2} \)). Measurements are made available from several solar observatories, such as the Solar Environment Center or Dominion Radio Astrophysical Observatory at Penticton, BC, Canada, at 10.7 GHz. These can be scaled to other frequencies, such as C and X band. At 10 cm wavelength, the (microwave) sun is approximately 7% larger than the optical sun. One should be also aware that the ‘microwave center’ of the sun does not always lie at the center of the visible disk. The use of the sun to evaluate antenna pointing accuracy can thus encounter difficulties (except at very low latitudes, where east-and west-pointing measurements can be averaged). Most weather-radar manufacturers provide a utility, which will be henceforth referred to as a solar scan utility (SSU), that can automatically perform some calibration applications based on the sun. These include the determination of antenna pointing, and the estimation of two-dimensional solar observations that are referred as sun scans.

The following subsections describe the basic measurements that can be carried out during scheduled maintenance operations. Keeping track of measurements is of central importance, and regular sun scans go a long way in this aspect.

### 2.1 Transmitter Measurements

To estimate the equivalent radar reflectivity factor, \( Z_e \), from received power using the radar equation, Equation (5), transmitting parameters such as the peak power, \( P_t \), the transmitter wavelength, \( \lambda \), and the pulse duration, \( \tau \) are supposed to be known. However, other elements characterizing the transmitted signal that are not explicitly mentioned in the radar equation (such as the pulse shape) should also be characterized. These can be measured and monitored over time for diagnostic purposes, because they affect some parameters that explicitly appear in Equation (5) that describe the received power. The following subsections describe which are the relevant transmit parameters that may be monitored, and some methodologies to measure their performance.
2.1.2 Transmitted Wavelength

The parameter \( \lambda \), appearing in Equation (5), is normally determined by measuring the transmitting frequency, \( f \), and using the conversion \( \lambda = c/f \). Alternatively, this relationship can be used to rewrite Equation (5) in terms of \( f \). Frequency measurements can be made with electronic frequency counters or spectrum analyzers (SA), or with tunable-cavity instruments. In systems with power-amplifier-type transmitters, such as klystrons or traveling-wave tubes, the frequency is usually established by a precision oscillator arrangement, and tends to be quite stable. For systems with magnetron transmitters, the transmitted frequency can fluctuate because of the influence of different environmental conditions, particularly as far as the operating temperature is concerned. To limit the influence of these fluctuations, the transmitter needs to work in stabilized environmental conditions. Automatic frequency control (AFC) systems that follow changes in the transmitter frequency to readjust the receiver can be helpful in detecting and compensating for variations within a narrow range. In the installation phase and during maintenance operations, investigations of the possible influence of operating temperature on transmitting frequency should be done using a spectrum analyzer.

2.1.3 Transmitted Pulse

Most meteorological radars operate with pulsed transmissions. The characteristics of the actual transmitted pulse have a major influence on system performance. Several characteristics of the transmitted pulse are explicitly included in Equation (5), or indirectly influence it. Power measuring (and other) instruments are limited in both the amount of average power and the amount of peak power that can be safely tolerated. Therefore, a directional coupler, and often, additional attenuators, are required to couple only a small fraction of the transmitter power, to provide a safe driving level to protect whatever test instrument (such as a power meter, spectrum analyzer, or detector) is used to measure the pulse’s characteristics.

The peak transmitted power, \( P_t \), and the pulse duration, \( \tau \), are explicitly used in Equation (5), and in principle, both must be determined. Many different terms are used when talking about power. Peak power is the maximum instantaneous power, although in applications such as Equation (5), what is implied is the average over one complete RF cycle at the peak of the pulse envelope. Average power is the power averaged over the complete waveform time of the radar. For a pulsed radar with an ideal rectangular pulse shape, this is the product of the peak power and the duty cycle (the ratio of the “on” time to the total pulse-repetition interval). Most typical RF and microwave power meters are average power meters, but average-power data can readily be used in the calibration process. The product of the peak power, \( P_t \), and the pulse duration, \( \tau \), is the pulse energy. The product of that with the pulse-repetition frequency, \( PRF \), is the average power, \( P_{av} \). It is the product, \( P_t \tau \), that appears in equations such as Equation (5). One can therefore merely divide a measured value of \( P_{av} \) by the \( PRF \) to obtain the product value \( P_t \tau \), without the need to separately determine the values of those parameters.

Using average power measurements is therefore a common method for characterizing the power of a radar waveform that is fairly simple to perform. Within the “weather radar equation,” the factors peak power and pulse duration appear as a product, and knowing the average power is therefore sufficient. This approach has the added advantage that if the pulse envelope is not perfectly rectangular (as is usually the case), the measurement of pulse energy is still correct, while difficulties in separately determining \( P_t \) and \( \tau \) may lead to errors in the calibration. This implies that “simple monitoring” of average transmitted power measurements in the calibration is very effective. This concept will be further discussed in Section 4, for application to automatic calibration techniques.

Routine measurements of transmitter power are sometimes done in terms of peak power, with peak-reading RF power meters. However, in the case of irregularities in or changes to the waveforms, or in the presence of the magnetron frequency drifts, the ratio between peak and average power (i.e., the duty cycle) may vary, as well. Referring to the considerations above, the practice of measuring the average transmitted power value that can be routinely implemented is recommended as a good diagnostic tool.

The pulse duration, \( \tau \), that appears in Equation (5) would be easy to determine if the pulse envelope were perfectly rectangular, but it is otherwise not related in any simple way to the pulse shape. Using a digital oscilloscope and detector, one can observe and record the shape of the pulse envelope in time. For such a case, the pulse duration is usually defined as the width of the pulse at the instant when the signal is either one-half or (better) 70.7% of the signal’s maximum amplitude. However, the product of this estimate of \( \tau \) and the measurement of peak power, \( P_t \), may or may not provide a good approximation of the pulse’s energy. A sample of the transmitted signal can be analyzed through a spectrum analyzer, provided that a calibrated coupler and attenuators as necessary to reduce the signal level into the spectrum analyzer are used. The spectrum analyzer’s output indicates the center frequency of the transmitted signal, and the frequency and level of sidelobes in the spectrum. To estimate the actual pulse-repetition frequencies, measurements performed with a basic oscilloscope are sufficient.
2.1.4 Transmitter Measurements Summary

It is convenient to use a specific form that summarizes the measurements of the transmitter subsystem power over a calibration exercise. Records should report the date, the instrument used for the measurement, and the average/peak power values (for both channels in a polarimetric or dual-wavelength system). The use of the same instruments that are routinely sent to calibration labs is strongly recommended. The record of when the test instruments are sent for calibration is a good practice.

2.2 Antenna Measurements

Antenna performance is critical to every radar system. This section deals with calibration of the antenna’s performance, including measurement procedures for the characterization of both the mechanical and the electromagnetic properties.

2.2.1 Antenna Pointing

Currently, most weather radars rely on mechanical drive systems to steer the beam. The accuracy in positioning the antenna will determine the accuracy with which the volume of the precipitation samples can be characterized. This is critical in applications where cross measurements from different radars (at different frequencies or in regions of overlapping) are performed. Accurate positioning of the radar antenna is necessary for properly geo-referencing radar measurements. Analysis of the antenna’s pointing angles can be accomplished by combining different methodologies, which include the use of very precise angle-measurement devices, and specifically designed solar scans. These devices can include a classical gunner’s quadrant (GQ), a precision clinometer, or a modern laser pointing device. The angle-measurement devices allow for checking the linearity of any positioning error, while the solar scans are intended to determine the relationship between the indicated azimuth or elevation angle and the true orientation of the beam’s axis.

Modern radar processors typically provide a solar-scan utility (SSU) that allows for a periodic check of the antenna’s pointing accuracy. In order to accomplish that, the typical solar-scan utility runs a sector scan across the sun, covering specified azimuth and elevation sectors centered on the “expected” position of the sun, with elevation step sizes that can be specified by a user. The sun cannot be considered a point target, and therefore the effects of its finite size must be taken into account by the solar-scan utility processing. Moreover, the size of the “microwave sun” differs from that at visible wavelengths, and is also slightly different between frequency bands (such as S to Ka band). If the solar-scan utility runs the scan in typical raster mode, with alternating clockwise and counterclockwise traverses on successive elevation steps, any significant backlash in the azimuth data-system linkage will blur the solar image, and increase the uncertainty in comparing the antenna’s pointing-angle data with the known sun position. Consequently, the azimuth backlash tests discussed later should be conducted prior to use of the solar-scan utility. The solar-scan utility then fits a two-dimensional paraboloid to a contour plot of the solar return signal, and provides a value of the peak solar “signal” intensity, along with estimates of the antenna-orientation errors in azimuth and elevation, as well as the beamwidths. The solar-scan utility requires minimum intervention of the operator, and can be run numerous times over the course of a calibration, or during routine radar operations in the absence of precipitation.

Although the solar scan can be done almost all days, the use of solar scans for antenna pointing purposes can be limited, depending on the radar frequency, the latitude of the radar, and the day when the solar-scan utility is run. For example, the antennas of high-frequency radars may be too small to collect a solar signal with sufficient signal-to-noise ratio (SNR). Moreover, microwave thermal emission from any intervening clouds can become a concern. Comparison of the sun’s position to antenna-pointing solar-scan utility data can be compromised by atmospheric refraction effects that could be relevant at low elevation angles. The use of sectors where the sun is too low should therefore be avoided, because of potential refraction problems. Radars in tropical latitudes have the ability to observe the sun over a wide range of angles, in order to characterize positioning accuracy over a large range of elevation and azimuth angles. However, the data quality at azimuths around 0° or 180° may be poor, because the sun will be at high elevation angles, where it subtends a wide azimuth sector. At high latitudes, the range of elevation angles accessible in solar scans will be limited.

A difference may be observed between morning (“sun rising”) and afternoon (“sun setting”) pointing-error values. If the pedestal is truly level (this should be checked, as outlined in the next section), such a difference is probably related to some displacement of the “microwave center” of the sun from the center of the visible disk. The ephemeris data used by the solar-scan utility as a reference for determining any orientation errors are based on the location of that center. At latitudes near the equator, any such displacement would contribute error increments of roughly equal magnitude but opposite sign in data from eastward- and westward-looking directions. A comparison of the error data from morning and afternoon sun scans therefore highlights any center-displacement effect, and averaging the two would then indicate how to correct the orientation-angle values. Unfortunately, this capability degrades as one moves away from the equator, and careful attention to the status of solar activity and repetition of the scans over an interval of time become necessary.
2.2.2 Elevation

For elevation (EL) angle data, a combination of an angle-measurement device and solar scans can be used. In what follows, a gunner’s quadrant (Figure 3) will be used for purposes of illustration, but any clinometer with a precision of the order of 0.01° could be used. The gunner’s quadrant data provide accurate measurements of angle increments from some reference, such as the plumb position of the antenna reflector, and allow for characterizing any nonlinearity in the angle-data conversion device used by the radar. Such a nonlinearity can make it difficult to extend the absolute angle data calibration over the full range of angles. Solar scans can then provide absolute values of pointing angles, allowing for compensation for any boresight error in the antenna. The first step of elevating pointing verification is to assess the precision of the antenna pedestal’s leveling. This can be accomplished using a gunner’s quadrant mounted on the back of the antenna’s support structure. A 360°-azimuth rotation of the antenna, with a fixed elevation, can show the peak-to-peak variation of the elevation angle measured by the gunner’s quadrant. For a well-leveled pedestal, this variation should be of the order of 0.04° or less. Figure 4 shows the results of leveling the CSU-CHILL radar using the method described above. The gunner’s quadrant can be read to a precision of 0.005°, and the 0.01° amplitude of the fitted sinusoid indicated that the pedestal was level to within about 0.01°. (The data offset from zero here was of no consequence: the antenna structure does not need to be at zero elevation during the antenna’s rotation in azimuth.) Once the leveling is assessed – and corrected, if necessary – the antenna can be moved, in a fixed azimuth, through a range of elevation angles.

Comparisons of elevation-angle increments (with respect to a reference, such as a plumb line) indicated in the radar signal-processor output with angle increments determined from the gunner’s quadrant (used as true reference) can reveal any nonlinearities in the angle-data indications. These measurements should be performed with antenna movements in both the up and down directions. Any differences in measurements between the two directions reveal both anomalies in the angle data, or evidence of

Figure 3. A gunner’s-quadrant measurement on a flat surface being made by one of the authors (PLS) at the CSU-CHILL radar facility.

Figure 4. An example of a gunner’s quadrant used for data checking the leveling of the CSU-CHILL antenna pedestal.
backlash. Figure 5 represents an example plot of the differences between elevation-angle increments (from an approximately plumb antenna) measured by the radar signal processor and the elevation-angle increments determined by the gunner’s quadrant. The CSU-CHILL antenna uses digital shaft-position encoders. A slight nonlinearity, amounting to less than 0.1° over the full 45° range of the plot, was apparent. A comparison of the upward and downward data showed no evidence of any significant backlash. No easy access was available to establish a plumb orientation of the CSU-CHILL antenna, so the reference orientation was an indicated elevation angle of 0.01°.

Some antenna angle-data systems that derive the position data from synchros and employ a synchro-to-digital conversion process for further processing exhibit more-substantial nonlinearities. Figure 6 shows an example from measurements collected through the RVP8 radar processor of the NASA KPol S-band radar at Kwajalein Atoll (Republic of the Marshall Islands). Note that the range of the ordinate in this figure is three times that in Figure 5. Here, there was evidence of much greater nonlinearity, as well as significant backlash. The backlash problem was traced to a defective anti-backlash gear in the elevation-synchro linkage. Replacement of the gear reduced the indicated backlash to about the same order as the typical 0.03° uncertainty in the synchro data.

It is more difficult to deal with the nonlinearity problem, because no simple linear (additive) adjustment to the elevation data can correct the error at all elevation angles. When the antenna is plumb, the beam axis may not actually point to zero elevation, because of some boresight error in the antenna alignment. Checking the absolute accuracy of the elevation data thus requires an external reference. With the caveats discussed in Section 2.2.1, the sun usually provides the most suitable reference. Ephemeris data provide accurate sun-position information, and solar scans at elevation angles high enough to avoid ground-reflection and atmospheric-refraction problems provide the data needed to evaluate and, if necessary, adjust the radar-system elevation data. Solar-scan utility scans can provide the necessary comparison data, but with a little practice, the data can also be acquired manually for suitably configured radar systems.

Figure 7 shows an example plot of nonlinear elevation-data errors determined from solar scans with a solar-scan utility (circles). The indicated nonlinearity over the plotted range was more than 1/3°, but as suggested below, the data below about a sun elevation of 12° to 15° were probably affected by atmospheric-refraction processes. No backlash information can be inferred here from a comparison of the sun-rising (eastward-looking) and sun-setting (westward-looking) data, because all the solar-scan utility scans started below the sun elevation, and scanned upward.

Plots such as Figure 5 and Figure 6 indicate that the errors in the elevation data cannot be reduced to zero at all elevation angles by a simple fixed additive adjustment. Fitting a curve (a sinusoid is the most likely function) to the data would provide a means for correcting the elevation data. In systems where only an additive adjustment (an “elevation offset” correction) is available, the best that can be done is to either center the errors around zero, or drive them to zero at some specified elevation angle. In weather-radar applications, the low-angle data are usually most important, while data from high elevation angles come from nearer the radar, and hence are subject to smaller errors in actual vertical distances. A plausible approach is consequently to make an offset adjustment that yields near-zero errors at zero elevation, and to accept the fact that the angle errors will be greater at higher elevation angles. To do this, one can overlay solar-scans and gunner’s-quadrant elevation-error data (triangles) on a common plot. The gunner’s-quadrant-based relative errors are (essentially by definition) zero at the reference position (at or near zero elevation, usually plumb), and are independent of any additive adjustment to the elevation-data values. To make the solar-scan absolute errors also zero at the reference position, one merely adds an adjustment to the elevation data that moves the solar-scan data up or down the plot until they overlap the gunner’s-quadrant data. The
plots may not be parallel over the full elevation range. If they are parallel only for high elevation angles, the likely explanation is the influence of atmospheric refraction effects that affect solar-scan utility outcomes at lower elevation angles. This behavior was evident in Figure 7 below about 15° elevation. To avoid this influence, it is necessary to work with data in the elevation range where the plots appear to be fairly parallel. The offset between the two sets of points can be assumed to be the needed elevation-data offset. Figure 7 was based on solar-scan data obtained after an initial adjustment to the elevation data; consideration of the portion of the plot above 15° elevation suggested that a further adjustment to move the solar-scan data points a few hundredths of a degree downward would be in order. In summary, the elevation-offset adjustment should make the solar-scan utility and gunner’s-quadrant plots overlap. Any offset adjustment made to the elevation data should be rechecked with a new set of solar scans. Long experience with trying to decide the proper sense (positive or negative) of any adjustment to be made indicates that it is usually quicker to just choose one and check to verify both the sense and magnitude of the adjustment. Repeating the solar-scan measurements under different conditions could highlight the effect of changes in the refraction index on different days.

### 2.2.3 Azimuth Orientation

For the azimuth data, there is no independent reference device corresponding to the gunner’s quadrant. Checking the azimuth orientation consequently cannot rely on the difference between data from such a device and the antenna’s azimuth (AZ) data to estimate relative errors. Therefore, azimuth-data verification has to rely only on absolute-error data collected via the solar-scan utility. Other point-target observations (employing such things as balloon-borne spheres or corner reflectors) are sometimes used for this purpose. Solar observations can be hampered by the limited range of azimuth angles that can be satisfactorily examined with solar-scan utility scans. The solar-scan utility itself, or the operator, should limit the azimuth sector considered, avoiding the use of sectors where the sun is too low, because of potential atmospheric refraction problems (though such problems have lesser effect on the azimuth data). Sectors where the sun is so high that the distinction between azimuth and elevation angles becomes blurred should also be avoided, because it is difficult to get good angle-error values.

Nevertheless, if the azimuth-data system exhibits nonlinearity similar to that illustrated in solar data from a sector wide enough to permit it, fitting a sinusoid to a plot of the azimuth data error as a function of azimuth angle is desirable. For radar systems in which the gunner’s-quadrant elevation-data check shows reasonable linearity and the azimuth data come from a similar transducer (e.g., a digital shaft encoder), it is reasonable to assume that a simple additive adjustment should suffice to correct any

errors in the azimuth data. For such systems, the azimuth-data errors indicated by solar scans should be essentially independent of the azimuth angle, unless the “microwave center” of the sun is displaced. In that case, the averaging of errors found for different azimuth directions may yield a reasonable estimate of any required offset to the azimuth data (especially at low latitudes). It is recommended to repeat solar-scan experiments in different periods of the year, with optimal azimuth sectors for performing the solar-scan utility. Such repeated measurements could show possible displacement of the “microwave center” of the sun from its geometric center.

### 2.2.4 Antenna Backlash Measurements

A further application of sun-position data that is not included in the usual solar-scan utility standard functions is the estimation of backlash in the elevation-data linkage, by simple recording of a slow range-height indicator (RHI) sector scan, centered on the sun’s elevation. The azimuth is chosen so that the sun crosses the azimuth at which the range-height-indicator sector scan is run. Differences in the elevation-data error at maximum solar-noise power between ascending and descending scans can indicate any backlash. Similar estimations of backlash can be obtained with a standard-gain horn situated in the far field of the antenna, as for the antenna measurements discussed in Section 2.2.2. Azimuth traverses in both clockwise and counterclockwise directions, while receiving a signal radiated from the standard-gain horn, provide data to assess any backlash in the azimuth data chain (see Figure 8). This can also be done for elevation, by upward and downward range-height indicators, though the downward scans through low elevation angles require some care.

![Figure 8. An example plot of data from clockwise and counterclockwise traverses, at a fixed elevation angle, across the location of a standard-gain horn in the far field, radiating a CW signal. The offset between the two curves indicated backlash of 0.09° in the azimuth data linkage (CSU-CHILL radar).](image)
2.2.5 Antenna Beam-Pattern Measurements

The angular resolution of the antenna appears in Equation (5) as $\theta_1$ and $\phi_1$, the half-power widths of the antenna’s radiation pattern (i.e., the $-3$ dB beamwidth), which for a radar antenna at S, C, or X band is typically of the order of 1°. Antenna beam patterns are usually measured at the test range by the antenna manufacturer. The beam pattern and beamwidth should not change with time, unless there has been an incident with the antenna, such as mechanical shock, or fatigue. However, periodic field measurements of the antenna pattern can indicate some variations in the performance of the system. The antenna beam-pattern measurements can typically be performed on site by using:

1. An external device. In particular:
   a. By transmitting the radar signal to a calibrated receiving antenna and microwave power meter located in the far field (at a distance greater than $2d/\lambda^2$, where $d$ is the geometric diameter of the antenna), and elevated enough to make interference from ground reflections and multipath effects negligible;
   b. By returning a signal from a source and calibrated antenna in a similar remote location to the radar receiver.
2. The solar-scan utility, assuming the sun is an external known radiation source.

Unless automatic means of simultaneously recording both antenna position and received-signal data are available, method 1.a is only practical for limited purposes, such as determining the antenna’s $3$ dB beamwidths. The second method has the obvious advantage of a simpler setup. However, the signal-to-noise ratio achievable using the sun is not sufficient to detect sidelobe levels. Using method 1.b, beam patterns are obtained by transmitting a CW signal from a distance sufficient to be in far-field conditions, and recording the signal received by the radar as the antenna scans across the location of the source. For this purpose, a microwave signal generator can be used with a standard-gain horn to radiate the signal.

Prior to making scans, the quality of the horn site should be validated by moving the horn slowly up and down, and noting any variation in the signal received at the radar. Such variations should ideally be no greater than 0.1 dB or 0.2 dB. To obtain data for constructing a full three-dimensional (3-D) beam pattern, scans should be performed with azimuth traverses at a series of elevation steps. To assure a proper over-sampling, the antenna azimuth scan rate ($\omega$) for such a beam-pattern task should be no faster than given by the equation

$$\omega = \frac{\theta_1}{20n_p},$$

Here, $n_p$ denotes the data sample size (i.e., the number of pulses). If the traverses alternate between clockwise and counterclockwise for successive elevation steps, data adjustment for any backlash in the azimuth data system linkage will be needed. Additional elevation scans in the vicinity of the location of the source can be performed at finer resolution to better define the elevation beamwidth.

For the H channel, three-dimensional antenna beam patterns can be obtained from scans made with the standard-gain horn radiating an H-polarized signal, or with a $45°$ polarized signal. The panel in Figure 9 (top) shows a color plot of the data (normalized to 0 dB on the beam axis) from such measurements collected with alignment of the beam axis with the standard-gain horn at about azimuth $-83.5°$. The first sidelobe level is about 26 dB down from the on-axis gain of the antenna. The middle panel shows a similar plot of the H-channel beam pattern derived from a similar raster scan with the horn radiating a $45°$ polarized signal (for the simultaneous transmit and receive – STAR – radar polarization scheme). The first sidelobe level there was indicated as about 25.2 dB down. A full three-dimensional antenna beam pattern for the V channel can be obtained from a similar scan with the standard-gain horn radiating...
a V-polarized signal, or from the same 45° signal scan if data from both channels are recorded (some data systems record only $Z_h$ and $Z_{dr}$, with the range of the latter values inadequate to determine a full V-channel beam pattern.) The bottom panel in Figure 9 shows a color plot of the normalized data from a V-channel scan of the former type. The first sidelobe level here was about 26 dB down from the on-axis gain of the antenna.

Performing beam-pattern scans with the horn radiating a 45° polarized signal (or using H and V polarizations in the case of alternate-polarization radar), the polarimetric variables $Z_{dr}$, $\rho_{hv}$, and $\Phi_{dp}$ can be recorded (not shown). It should be stressed that what is determined in this way is the pattern resulting from the antenna-receiver subsystems, and the offset thus determined includes both the difference in the antenna’s receiving gain between the two channels, and also the difference in receiver sensitivities, and includes any “$Z_{dr}$ offset” in the data system. However, it takes no account of any differences in the transmitting side of the system. The absolute values therefore have no particular significance. However, the variations across the main lobe should be less than 0.1 dB to allow the weighting of differential reflectivity for scatterers across the main part of the beam to be reasonably uniform. Similar plots can be obtained for the other polarimetric variables.

Figure 10. An example of data from an azimuth cut through the antenna-beam axis. With semi-log scales, the parameters of a parabola fit to the points near the axis determined the 3 dB beamwidth (CSU-CHILL).

Plotting the differential phase is mainly useful in indicating the inherent system differential phase. Moreover, the differential phase should also be fairly uniform across the main lobe, whereas a near-perfect correlation in the main part of the beam pattern would be expected for the co-polar correlation coefficient.

Data from principal-plane cuts through the beam axis permit determination of the antenna’s beamwidths. For example, data from a traverse through the location of the standard-gain horn used to obtain the beam-pattern data (e.g., Figure 10), with the elevation of the beam axis at the same elevation as the horn, can be used to determine the azimuth beamwidth. A Gaussian (or parabolic, on semi-log scales) fit to the data points near the beam axis (indicated by dots in the figure) identifies the 3 dB beamwidth in azimuth. If the fit is of the form $y(dB) = a \left[ x[deg] - b \right]^2$, the 3 dB beamwidth will be $2(3/a)^{1/2}$. In Figure 10 the value was 1.04°. To determine antenna beamwidth in elevation, data from the same three-dimensional scan patterns can be used. However, to achieve higher precision, it is better to run several upward range-height indicator scans with the standard-gain horn radiating. It can be convenient to displace each scan by a small amount in azimuth to assure that at least one would go through, or very near, the horn’s location.

**2.2.6 Antenna Pattern Measurements Using Solar Scans**

The solar-scan utility can also be useful to determine the antenna pattern in the main lobe. As mentioned earlier, the sun can be considered as a standard noise source. Received power density at the antenna can be obtained from observatory S-band solar-flux values (adjusted for
attenuation by atmospheric gasses) that can be converted to the radar frequency at S-, C-, or X-band frequencies, according to published conversion tables [2, equation (4.1)]. For antennas with the same gain and receivers with the same bandwidth and noise figure, the power collected at the receiver is maximum at S band, whereas it can be lower by about 4.5 dB and 8.0 dB at C- and X-band frequencies, respectively. This makes it difficult at X band to get such pattern measurements. To obtain accurate results, the solar-scan utility should slowly scan the sun, taking into account the sun’s movement, correcting for the size of the solar disk as well as any elevation-angle-dependent atmospheric distortion, and, finally, subtracting the receiver noise power. Figure 11 shows an example of the received power pattern at horizontal polarization for the NASA dual-frequency dual-polarized Doppler radar (D3R) at Ku (left) and Ka bands (right).

2.2.7 Polarization of the Transmitted Wave

The polarization of the signal radiated from a radar antenna can be obtained from measurements collected with the setup previously described. While the radar transmits its H and then V component (alternate-polarization scheme) or simultaneous H and V components (STAR scheme), the standard-gain horn is rotated in steps around the line-of-sight axis. At each rotation step, the power received by the horn is measured with a power meter.

A plot of the power received at the horn as a function of the horn’s rotation angle, such as that of Figure 12, can be obtained. If the radiated signal is linearly polarized, this received power would exhibit a sharp minimum where the horn polarization is orthogonal to that of the signal. If the signal is circularly polarized, the received power would not vary as the horn is rotated, while elliptical polarizations yield intermediate variations. The plot in Figure 12, showing a variation that was less than 1 dB in a signal level that ranged between 6 dBm and 7 dBm, indicated that the current polarization of microwaves radiated from this radar antenna was nearly circular.

Figure 13 shows an example plot of power received at the standard-gain horn as a function of the horn’s rotation angle, where the variation indicated an actual elliptical polarization. If desired, the axial ratio for an elliptically polarized signal can be determined by noting the maximum and minimum power levels in a plot like Figure 12. Taking the square root of those values (in power units, not dBm) yields quantities proportional to the sum and difference, respectively, of the amplitudes of the right- and left-hand circular E-field components of the elliptical signal. The quotient of the sum over the difference is the desired axial ratio. The inclination angle of the ellipse is indicated by the maximum or minimum value in the plot.

Figure 12. The power received at a standard-gain horn as a function of the horn’s rotation angle, for a case where the polarization of the radiated signal was nearly circular (0° indicated V polarization for the horn).

Figure 13. The power received at a standard-gain horn as a function of the horn’s rotation angle, for a case where the polarization of the radiated signal was elliptical (0° indicated vertical polarization for the horn).

Figure 14. An example plot of the results obtained with a rotated horn transmitting to the radar.
Another similar series of measurements using the reciprocal propagation path, with a signal generator as the source and the horn as the transmitting antenna, permits verification of the alignment of the H and V components of the antenna pattern. The horn is rotated as before, and the H and V components of the signal received are recorded to evaluate the orientation of the antenna’s H and V components. The received H component should exhibit a sharp minimum at the 0° horn angle (vertical polarization of the signal from the horn), while the V component should show a sharp minimum at ±90° (horizontal polarization of that signal). Figure 14 shows an example of the results of such measurements. Expanded-scale plots with finer resolution in the horn rotation angle around 0° and ±90° can be useful for detailed verification.

2.2.8 Effective Antenna System Gain

The antenna gain is defined as the maximum radiated power density relative to the power density that would be radiated from an isotropic antenna (it is sometimes referred to as directivity). Antenna gain is usually specified in the logarithmic unit of dBi (i.e., dB relative to an isotropic antenna). The nominal gain of a paraboloidal antenna of physical aperture area \( A \), operating at wavelength \( \lambda \), is expressed by the equation

\[
G_{\text{nom}} = e_a \left( \frac{4\pi A}{\lambda^2} \right) = e_a \left( \frac{\pi d}{\lambda^2} \right),
\]

(7)

where \( d \) is the diameter of a circular aperture, and \( e_a \) is the “aperture efficiency.” A typical value of \( e_a \) is 0.55. However, to facilitate measurements in the field, it is helpful to incorporate losses such as waveguide, mismatch, and radome losses into an “effective antenna system gain” [3]. Under that formulation, the effective efficiency may be considerably smaller. The antenna gain may also be polarization dependent, so that the value could differ for the horizontally and vertically polarized signal components.

A common method for evaluating the effective antenna system gain uses the pyramidal standard-gain horn as a transmitting antenna to send a signal (usually, CW) to the receiving radar antenna [3]. The classical Friis transmission formula provides the power received by the radar, \( P_r \):

\[
P_r = \frac{P_G G_c \lambda^2}{16\pi^2 r^2},
\]

(8)

where \( P_t \) is the power transmitted from the horn (average power values can be used in both cases); \( G_c \) is the effective antenna system gain of the radar, to be determined; \( G_t \) is the gain of the standard-gain horn; \( \lambda \) is the radar’s operating wavelength; and \( r \) is the antenna-to-horn distance, obtainable from geodetic survey data or distance-measuring instruments. In these measurements, the signal-generator frequency needs to be tuned to place the IF signal in the receiver at the center of the IF filter’s pass-band. The calculated values for effective antenna system gain incorporate all waveguide, mismatch, and similar system losses beyond the directional couplers, as well as any radome loss. An equivalent measurement of antenna gain can be made using the reciprocal propagation path, with the radar transmitting to the standard-gain horn with an attached microwave power meter situated in the far field of the radar antenna. Here, the roles of “transmitted” and “received” in the Friis formula are reversed, but the approaches are otherwise similar.

2.2.9 Antenna Gain from Sun Measurements

A way to use solar measurements to obtain antenna gain is described below [4]. As a first step, using two noise sources (“hot” and “cold,” the equivalent temperatures of which are \( hT \) and \( cT \), respectively) the noise bandwidth, \( nB \), is established (see the details in Section 2.3.5). The background temperature (that of blue sky, i.e., without pointing to the sun) is referred to as \( aT \), while the sun is taken into account with an excess temperature, \( sT \). An equation relating the power received from blue sky can be written as

\[
P_a = kT_a B_n G_c,
\]

(9)

while the excess solar received power, \( P_s \), can be related to \( T_a \) and \( T_s \) through

\[
P_s + P_a = k (T_s + T_a) B_n G_c.
\]

(10)
These equations can be combined into

\[ P_s = kT_s B_n G_e. \] (11)

Using equations that will be detailed in Section 2.3.5 concerning noise-bandwidth measurements, the excess sun temperature can be expressed as

\[ T_s = P_s \left( T_h - T_e \right) / \left( P_h - P_e \right), \] (12)

The antenna gain can be obtained using an equation relating the effective aperture of the antenna, \( A_e \), the excess sun temperature, \( T_s \), and the solar flux density, \( S \):

\[ A_e = kT_s / S, \] (13)

This expresses the fact that the effective antenna collecting area is the ratio between the measured solar power density and the incident solar flux, close to the antenna. This relationship can be expressed in terms of the antenna-system gain, \( G_e \), instead of \( A_e \), as

\[ G_e = \frac{4\pi kT_s}{S\lambda^2}, \] (14)

or in logarithmic units,

\[ G_e [\text{dB}] = Q[\text{dB}] - S[\text{dB}] + T_e[\text{dBK}] + \text{corr}[\text{dB}], \] (15)

where \( Q[\text{dB}] = 10\log_{10} 4\pi k/\lambda^2 \) and the term \( \text{corr}[\text{dB}] \) has been added to take into account atmospheric gas attenuation, a 3 dB polarization correction due to an un-polarized signal associated with a singly polarized receiving antenna state, and beam filling. The solar power density at the antenna can be obtained from observatory S-band solar-flux values, properly converted to the radar-frequency frequencies. Figure 15 shows an example of the weekly estimation of antenna gain performed at CSU-CHILL in 2003.

### 2.2.10 Channel Crosstalk

The channel crosstalk can be estimated with the standard-gain horn radiating an H (or V) test signal and measuring the power received at the radar in both channels. The cross-polarized \( H \rightarrow V \) power should be from 35 dB to 45 dB below the co-polar power received in the H channel when the horn is radiating a horizontally polarized signal. The converse measurement can be done with the corresponding \( V \rightarrow H \) cross-polarized signal level.

### 2.2.11 Antenna VSWR and Other Measurements

Measurements of quantities such as the voltage standing-wave ratio (VSWR) or return loss in the antenna system are performed to evaluate mismatch discontinuities in the microwave paths in the antenna. If the power reflected from such discontinuities is excessive, the reflectivity calibration can be affected, and other problems such as overheating of the terminations in the circulators may arise; compensation for the reflections with the use of tuning stubs may then be necessary. Three approaches can be useful here. The simplest is to measure the reverse

---

Figure 16. An example plot of the detected envelopes of the transmitted pulse and reflected signal in the CSU-CHILL H channel. The signal magnitudes were adjusted to facilitate timing comparisons.
power at the bidirectional couplers with a microwave power meter. These data may indicate mismatch problems in the waveguide, but provide no information about the location of the mismatch(es). For that purpose, comparing the envelope shapes and timing of the transmitted pulse and reflected signals in the waveguide (as measured with a crystal detector and oscilloscope) is useful. The most elaborate approach involves using a network analyzer to examine the reflections in the waveguide run, or segments thereof, as a function of frequency.

The VSWR or return loss can be determined by comparing the reflected power measured at the reverse port of a bidirectional coupler with the transmitted power observed at the forward port. For convenience, these measurements are usually phrased in terms of return-loss values, essentially the logarithm of the ratio of forward to observed at the forward port. A return loss of 20 dB corresponds to a 1.22 VSWR, and 17 dB corresponds to a 1.33 VSWR. A return loss of 20 dB or greater is generally regarded as indicating satisfactory matching of the waveguide to the transmitter, though no significant problems may be encountered even with somewhat smaller values. A 20 dB return loss means that 1% of the transmitted power is reflected, and 17 dB means 2% reflected. Reciprocity considerations invoke similar reflections of echo signals, for net 2% or 4% (0.09 dB or 0.18 dB), respectively, overall losses. With magnetron transmitters, higher levels of reflected power may occur when the transmitter is restarted after an extended off time. Such a restart is accompanied by slow changes in the frequency as the magnetron warms up.

The envelopes of the reflections of the transmitted pulses in each channel can be recorded with a suitable oscilloscope, using a crystal detector (with attenuator pads as necessary) at the reverse-power ports of the respective directional couplers.

The cable connecting the detector to the scope should match the output impedance at the coupler port (usually, 50 Ω, RG-58 or equivalent) and be terminated in a matched load at the scope. Signal-timing information for comparison with a similar recording of the envelope of the transmitted pulse is obtained by synchronized triggering of the scope, so that the relative timing of the various signals is preserved. Figure 16 shows examples results obtained with the CSU-CHILL radar operating in the normal configuration, with a plot of the transmitted pulse envelope overlaid for comparison. The relative-amplitude values in such comparisons between transmitted and reflected signals have no significance, because the coupling factors at the ports where the signals were recorded differed. Certain features could be seen in such plots. As was evident, the reflected signal did not necessarily preserve the shape of the transmitted pulse. Here, the reflected signal was delayed about 0.34 μs from the transmitted pulse. Since the group velocity in the WR284 waveguide at the CSU-CHILL frequency was about 200 m/μs, this indicated an origin about 34 m along the waveguide. That placed the likely origin at an impedance mismatch in the area of the azimuth rotary joint. The reflected signal continued for about 0.49 μs after the end of the transmitted pulse, indicating the arrival of a signal originating about 49 m down the guide: likely, from a mismatch at the feed horn. Reflections from multiple mismatch locations along the waveguide arrived back at the coupler at different times, with mutual interference effects modifying the resultant "pulse" shape. Power reflected from significant mismatches can cause difficulties, such as overheating of the terminating loads in the circulators. If the return-loss values are not high enough or there are other indications of such problems, it may be possible to isolate the major sources of the reflected signal by breaking into the waveguide at key points (e.g., the elevation rotary joints or the azimuth rotary joint), and affixing a dummy load. Comparing new return-loss measurements and signal-envelope plots such as Figure 16 with the original set can then indicate where the principal mismatch reflections are occurring. If tuning stubs are required, they should be installed on the transmitter side of the mismatch closest to the transmitter, and as near as convenient to that mismatch.

Interference among reflected-signal components originating from different mismatches along the waveguide can be constructive or destructive when they travel back toward the reverse port of the bidirectional coupler. This means that the net reflected signal will vary with frequency. At 2800 MHz, the wavelength in a WR284 waveguide is about 16 cm: a waveguide run of 40 m is thus some 250 wavelengths long. A frequency change of one part in 1000 (less than 3 MHz) would change the wavelength in this guide enough to make the total guide run 250 ±1/4 wavelengths. The phase of the signal component reflected from a mismatch at the end of the run (i.e., from the feed horn) would change by 180° at the coupler, and accordingly modify the interference of that component with components reflected from other mismatches. Consequently, a shift in the transmitter frequency of just a few MHz may have a significant effect on the return loss and any problems associated therewith.

A network analyzer can be very useful in investigating such frequency-sensitivity issues. This instrument generates a CW test signal that can be injected into the waveguide through a coax-to-guide adapter. It then measures the ratio of the reflected signal power to that of the test signal (and hence, the negative of the return loss). It can be set to sweep over a frequency range (e.g., ±10 MHz about the radar’s transmitter frequency) in a series of small steps, while recording the ratio as a function of frequency. One should keep in mind that a) such network-analyzer data are in effect steady-state measurements, and take no account of the time delays inherent in pulse propagation along the waveguide; and b) the spectrum of a 1 μs radar pulse extends over a range of more than 1 MHz, centered on the nominal operating frequency. The return-loss values measured with a power meter may thus correspond in some sense to a kind of weighted average over the single-frequency values provided by the network analyzer, but the effect of the time delays also plays an important role.
Figure 17 shows an example plot of data from a network analyzer sweep of the return loss in an S-band antenna system. This illustrates the complexity of the effects of frequency variations when multiple sources of mismatch reflections are located along the waveguide run. In this system, one might expect significant reflections from the coaxial azimuth rotary joint and the ortho-mode transducer (OMT) at the feed horn, along with lesser reflections from the elevation rotary joint and other sources, such as joints and bends along the guide run. Affixing a matching termination to the waveguide at points just ahead of the suspected mismatched elements can help to isolate the source of any mismatch causing significant reflected-power problems.

2.3 Receiver Measurements

The advent of fast analog-to-digital converters has enabled the implementation of radar receivers in which the received RF signal, after down-conversion to IF, is then digitized for further processing. Most modern radar digital-receiver systems implement utilities that make easier-to-perform receiver measurements.

2.3.1 Receiver Calibration

Some radar receivers make available routines that automate the calibration process that determines the digital IF output corresponding to an RF input test signal of increasing level, obtained from a signal generator tuned to the transmitted frequency, and injected through a directional coupler. (As noted at the beginning of Section 2, it is essential that the directional-coupler port used here be the same port as used for the transmitted-power measurements.) The measurements should include a noise-power measurement with the signal-generator RF signal turned off. Using different test-signal levels, the data are plotted on a log-log display, relating IF power at the receiver output to RF power at the directional coupler. The measurements above the system noise level determine relevant calibration parameters for received power and reflectivity calculations. For a linear receiver, this plot should be linear, and the slope should be unity (Figure 18). The radar signal processor then stores the appropriate calibration parameters for use during routine operations. For dual-polarization radar, it is important that such a process is applied to separate calibrations for both the H and V receiver channels. The measurements are sensitive to the temperature, especially of the receiver front end (such as low-noise amplifiers), and this calibration should be performed when system warm-up is completed. Additional input parameters can be requested by this calibration routine, such as values of antenna gain, the FIR filter loss, other losses, and the pulse duration.

2.3.2 Intermediate Frequency Filters and Associated Loss and Bandwidth

The bandwidth of the receiver in a radar system is typically determined by a filter in the IF section, the purpose being to enhance the received signal-to-noise ratio (SNR). In the calibration of the receiver subsystem, IF filters are important, because the magnitudes of both the signal and the noise output of the subsystem are related to the width of the filter response in the frequency domain. With digital filters, the filter coefficients also determine the “front-end gain” or “conversion gain” (from RF to IF power levels) of the receiver. Some radar signal processors let users set the width of the filter response, and determine the values of the filter coefficients, such that the output power from the filter corresponds to that of a CW IF signal entering the processor. An ideal filter matched to the spectrum of the transmitted signal would yield the highest possible SNR in the receiver.
However, in that neighborhood, the SNR is not very sensitive to modest increases in the filter’s bandwidth, and somewhat wider bandwidth allows for possible variations in the transmitter frequency or pulse shape. Especially for magnetron systems, the width of the filters should take into account possible drift of the transmitting frequency (which can be up to several hundred kilohertz). This is driven by several factors, including temperature, age of the magnetron, delays in tuning of the automatic frequency control to the transmitter, and any shift in the pulse-repetition frequency.

To determine “filter loss,” it is convenient to remember that in the context of receivers for weather radars, the term “loss” is defined with respect to infinite-bandwidth filters [1, Section 6.3]. The finite bandwidth of the receiving filter determines the loss in received power due to the varying effect of the filter transfer characteristics across the echo spectrum, which for weather targets, corresponds on average to the transmitter spectrum. The filter rejects part of the spectrum of the received signal, reducing the received power. Once the type of filter response is known (or the filter coefficients are known), the loss due to the filter can be easily calculated. The associated loss factor is calculated in principle by convolving the transmitter spectrum with the filter frequency-response characteristics. Values of received power measured during normal weather-surveillance operations need to be adjusted to take account of this loss.

Currently, most of the receivers are digital IF, and therefore this filter loss can be calculated from the filter coefficients. Moreover, the noise bandwidth (see also Section 2.3.3) can be directly calculated from the filter coefficients.

### 2.3.3 Receiver “Front-End” RF-IF Conversion Gain

As noted in the previous section, a proper selection of the coefficients in the digital filter can make the signal processor provide indications of absolute power levels at the input of the IF digitizer. Comparing these values obtained during the receiver calibration to the RF input signal levels at the directional coupler of the receiving channel, and adjusting for the IF filter loss (because the CW test signals are not subject to the filter loss) provides the net RF-to-IF conversion gain ($G_c$):

\[
G_c = \text{NL}_{\text{RF}} [\text{dBm}] - \text{NL}_{\text{IF}} [\text{dBm}] + \text{Filter Loss} [\text{dB}]
\]  

(16)

where NL stands for noise level. This is the gain of the receiver “front end” that incorporates all of the analog components of the receiver, including the gains of the low-noise amplifier (LNA) and the IF amplifier, as well as losses in the waveguide, circulator, TR limiter, pre-selector filter, cables, pads, and mixer. While this may be considered a “detail,” it is a good number to note once in a while, to make sure nothing is drifting. The value is also useful in determining the receiver noise bandwidth and noise figure (Section 2.3.5).

### 2.3.4 Noise Power Levels

Noise power levels can be measured and stored for each channel, in a table or an electronic spreadsheet. The noise power is the lowest power level that appears as part of the receiver calibration. Correction of the echo power received from weather targets is needed to obtain valid measurements of differential reflectivity.

#### 2.3.5 Receiver Noise Bandwidth and Noise Figure

The detection limit of the radar receiver is based on four factors: the noise figure (NF); the quantity $kT$, where $k$ is Boltzmann’s constant and $T$ is the antenna temperature; the noise bandwidth of the system; and the SNR. The noise bandwidth is defined as the value which, when multiplied by the average input noise power per hertz and the receiver gain, results in the measured output noise of the system. This quantity is important in solar calibrations and receiver calibrations using noise sources, and is determined by the IF filters. Its value can be determined from two noise output measurements with two noise sources of known, but different, temperatures at the receiver input. The usual choices are the environmental temperature (290 K by convention, obtained using a matched termination or attenuator padding amounting to at least $20 \text{ dB}$ as a dummy load), and the equivalent noise temperature of a standard noise source. The noise bandwidth is then calculated by using two equations of the form,

\[
P = kT G_n/nB_c,
\]

(17)

where $P$ is the noise output power at IF from an element of noise temperature $T$ connected at the receiver input, $k$ is Boltzmann’s constant, $B_n$ is the noise bandwidth, and $G_c$ is the conversion gain of the receiver. The two equations can be solved for the noise bandwidth as

\[
B_n = \frac{P_s - P_d}{kT_s G_c},
\]

(18)

where subscripts $s$ and $d$ indicate measurements made with the noise source and with the dummy load in place, respectively. Here, $T_s$ represents the excess noise temperature of the source (i.e., a noise source with an excess noise ratio of 15 dB corresponds to an excess noise temperature of 8307 K). Finally, the noise figure, $F_n$, can then be calculated from
\[ F_n = \frac{P_d}{kT_B G_e}, \]  

(19)

Obviously, all the measurements must be at common reference points. The measurements of the noise-power output are normally taken as the IF power available also from the radar signal processor. However, it should be noted that the latter calculation may be only an approximation, because the receiver noise power output in the normal operating configuration may differ from that with the dummy load connected; the “antenna temperature” may hence not equal 290 K.

2.4 Dual-Polarization Tests

The quality of the \( Z_{dr} \) data is affected by the balance between the H and V transmitting and receiving channels. Information about these balances can be obtained from standard-gain horn measurements such as those discussed in Section 2.2.

2.4.1 Transmitting Channels

The balance between the H and V transmitting channels can be evaluated by comparing signals transmitted by the radar, received with the standard-gain horn, and measured using a power meter. This measurement can be affected by various factors, including any difference in transmitted power between the two channels, the uncertainties of directional coupler calibrations, or differences between the antenna gain or waveguide loss of the two channels.

2.4.2 Receiving Channels

The balance between the H and V receiving channels can be evaluated by applying equal inputs to the two channels. A suitable test signal transmitted from a signal generator and standard-gain horn can be adjusted in polarization by rotating the horn, for example, using first H and then V polarization, or with the horn at a 45° inclination. Alternatively, the solar microwave flux, which is non-polarized and therefore comprises equal H and V components, can be recorded.

2.5 Waveguide and Directional Coupler Measurements

2.5.1 Waveguide Losses

Measurements of loss in the different microwave paths are often part of routine maintenance or calibration operations. In most cases, it is not really practical to obtain a measurement of the overall waveguide loss that encompasses the full waveguide run, from directional coupler to feed horn. Moreover, any loss measurement involves both the ohmic and mismatch losses along the guide. In complex dual-polarization systems, the mismatch losses can vary markedly with frequency (e.g., Figure 19). Consequently, waveguide-loss measurements are mostly useful for performance-monitoring purposes; measurements of effective antenna system gain adequately incorporate the losses for calibration purposes. The ohmic losses vary only slowly with frequency, and one might therefore expect measurements at only a single frequency to suffice. However, the mismatch reflections can be significant, and can vary much more markedly with frequency (as in Figure 19). Any loss measurements should thus actually cover a range of frequencies spanning the main part of the transmitter spectrum. This is especially important with magnetron transmitters, where substantial frequency variations can arise. As illustrated in Figure 19, a network analyzer can be employed to investigate waveguide-loss measurements as a function of frequency. In that example, the ohmic-loss component of the measurements was no greater than about 1.5 dB. It could have been less, because there was no assurance that the mismatch reflections completely canceled even at the minimum in the curve. However, the mismatch reflections could add another 1 dB or so (even more, in some cases) to the measured values.

It should be stressed that differing frequency-dependent losses in the two channels contribute to a frequency-dependent bias in \( Z_{dr} \). Radar systems typically include several strategically located directional couplers that are used to safely connect built-in or external measurement devices. Monitoring the calibration of these devices is important for collecting reliable test measurements (although if the same forward port is used for transmitter power and antenna measurements as well as receiver calibration, the coupling factor cancels out of equations such as Equation (5), and the actual value is immaterial [5]). The same must be done for any attenuators that are
employed to protect measuring devices, such as power sensors. These items are typically sent to calibration facilities for certification “testing.”

3. End-to-End Validation/Verification of Calibration

The previous sections have shown that the tasks of characterizing each individual radar component or subsystem can be quite tedious. Fortunately, it is only necessary to conduct some of the tests on an occasional basis, or after some significant change to the system. For this reason, it can also be convenient to use methodologies to evaluate and characterize the radar system as a whole. These “end-to-end” calibration tests involve the measurement of returns from scatterers with known signatures, such as standard reflectors or spheres with known radar cross sections, or determining some measurable and reproducible properties of returns from precipitation. Active external sources such as the sun, although a valuable tool for some calibration and monitoring purposes, do not provide an end-to-end calibration. In the following, techniques based on point targets or properties of returns from the precipitation medium are described.

3.1 Point Targets

Metal spheres and corner reflectors have known radar cross sections, and are known standard targets for calibrating radars. The implementation of calibration experiments with trihedral reflectors, and suspended or floating metallic spheres, is described. Trihedral-reflector calibration can be routinely collected with permanent setups, while specific calibration experiments must be planned using balloon-borne or tethered metallic spheres.

3.1.1 Trihedral Reflectors

Trihedral reflectors are commonly used to routinely calibrate several categories of radar systems. Such a “corner reflector” is composed of three triangular conducting planes, oriented so that each section is perpendicular to the others. Figure 20 sketches a typical setup for corner-reflector calibration. The reflectivity factor is computed from the received power using Equation (5), which is rewritten in logarithmic units as

$$Z_c [\text{dBZ}] = \frac{P_r [\text{dBm}]}{C_r [\text{dB}]} + 20 \log_{10} r [\text{m}], \quad (20)$$

$C_r [\text{dB}]$ is the radar constant, given by

$$C_r [\text{dB}] = 10 \log_{10} \left[ \frac{1}{\pi K c_0} \left( \frac{2}{c r} \left( \frac{4\pi^2}{P_G K} \right) \right) \right]$$

$$\sqrt{\frac{8\pi^2}{\pi K c_0}} \lambda^2 10^{21} l_p l_{r p} l_{f p} l_{d p}$$

where $l_p, l_{r p}$ are the transmitting and receiving path losses, respectively, and $l_f, l_{f p}, l_d$ are the receiver finite bandwidth power loss, Probert-Jones integral correction, and two-way radome loss, respectively. The reflectivity factor can also be obtained by estimating it with reference to the received power from the trihedral corner reflector:

$$Z_c [\text{dBZ}] = \frac{P_r [\text{dBm}]}{C_{cr} [\text{dB}]} + 20 \log_{10} r [\text{m}] \quad (22)$$

$C_{cr}$ is the radar constant for the case of a point target such
as the corner reflector, given by

\[
C_{cr} [\text{dB}] = 10 \log_{10} \left( \frac{1}{\pi^3 K_u^2} \left( \frac{2}{c r} \right) \left( \frac{\sigma_{cr}}{P_{cr} r_{cr}} \right) \right)
\]

\[
\left( \frac{8 \ln 2}{\pi \rho_c} \right) \lambda^4 \left( 10^\frac{10}{20} l_n / l_p \right),
\]

(23)

with \( P_{cr} \) being the digitized received power from the corner reflector, \( c r \) is the range from the corner reflector, \( \sigma_{cr} \) is the radar cross section (RCS) of the corner reflector, and \( l_n \) is the near-field antenna-gain loss for the point target. The calibration constant, \( C_{cr} \), circumvents the use of well-calibrated measurements of the radar subsystems.

The radar cross section of a trihedral corner reflector is a function of the viewing angle of the radar beam. The maximum for a reflector with edge \( l \) is

\[
\sigma_{cr} = \frac{\pi l^4}{3 \lambda^2},
\]

(24)

and this occurs for a line of view corresponding to \( \theta = 35.25^\circ \) and \( \varphi = 45^\circ \), which is the boresight of the corner reflector (Figure 21). In practice, it is not always possible to have a line of view that provides the maximum radar cross section. However, the trihedral reflector has a very wide field of view, and the reduction in RCS is small.

The RCS reduction is within \( \pm 0.2 \) dB for angular offsets less than 5.0°. The RCS of the trihedral is affected by the angular errors between the faces of the trihedral. The angular error in the manufacturing of the trihedral reflector is defined as the maximum offset angle from the faces being orthogonal (i.e., at 90°). With modern manufacturing methods, the error is well within 0.1 dB. The errors in RCS are negligible for centimeter-wavelength radars, when compared to millimeter-wavelength radars.

There are several factors that must be taken into account while performing this calibration.

The configurations of the transmitted waveform and the receiver are very important for performing calibration with a corner reflector. The key elements pertain to the closest observable range gate and to receiver saturation. The received signal from a corner reflector can saturate the receiver in most systems. Receiver saturation can be eliminated by the addition of fixed attenuators in the front-end of the receiver, or by incorporating a system to lower the transmitter’s peak power. The use of pulse-compression waveforms in systems using klystrons, TWTs, and solid-state transmitters puts a limitation on the location of the corner reflector, because of the blind-range issues related to the use of long pulses. The corner reflector must be located beyond the blind range, which may be much farther than the optimal region for locating the reflector.

Figure 21. The geometry of a triangular trihedral corner reflector. The line of view is the direction of the boresight of the antenna beam with respect to the corner reflector.

Figure 22. The bounds on the bias in the received signal power from a corner reflector as a function of the signal-to-clutter ratio.
The location of the reflector is very important to minimize the effect of ground clutter and multipath. The location is primarily determined by the antenna’s beamwidth, because the cross-range resolution degrades with range. The factors that must be taken into consideration for the location of the corner reflector are the cross-range resolution, the height of the reflector above ground, and the line-of-sight. The range to the reflector must be selected such that the beam size is small, to avoid main-lobe clutter: if the beam is too wide, the main-lobe clutter will be too strong, and will introduce a bias in the calibration. The height of the reflector increases with range, and the requirements for the size of the tower become impractical if the reflector is too far away. To avoid this problem, the reflector can be placed in the Fresnel region of the antenna without significantly affecting the observations. The line-of-sight is defined in terms of the waveforms’ ability to only observe the corner reflector, which means there should be no structures (towers, trees, buildings, etc.) within the volume of the pulse while observing the reflector. Because the filtered echo from a point target is a smoothed version of the transmitted pulse, it is also important to be sure the corner reflector is situated in the middle of the filter response in range.

The corner-reflector calibration assumes that the received power corresponds to the radar cross section of the reflector. However, in practice, the received signal is contaminated by a clutter signal that biases the calibration constant, depending on the signal-to-clutter ratio (SCR) and phase alignment of the signals. Figure 22 shows the bounds on the bias introduced due to the presence of a ground-clutter signal. The bias is on the order of 0.25 dB or less when the signal-to-clutter ratio is greater than 30 dB. Observations with and without the reflector can be made to access the signal-to-clutter ratio. Since both ground clutter and returns from the reflector have zero Doppler velocity, frequency filters cannot be applied to suppress ground clutter. Figure 23 shows the observations of the corner-reflector region, with and without the reflector on the tower. The observations were made with the Ka-band scanning ARM cloud radar (Ka-SACR), which operates with a 0.33° beamwidth. With a reflector size chosen to have adequate RCS for Ka-band, it could be observed in Figure 24 that the signal-to-clutter ratio was sufficiently high to keep the bias within ±0.25 dB.

In general, the data used in applications and retrievals are observations in the antenna’s far field. However, to mitigate some of the practical issues with beam size and tower heights, the corner reflector is located in the Fresnel region of the antenna pattern, where the antenna’s beam shape is already well formed, well beyond the near field of the antenna. The gain of the antenna is lower in the Fresnel region when compared to the far-field gain. The antenna patterns in the far field and in the Fresnel region for a circular aperture were simulated for Ka-SACR. The simulated patterns (with the corner reflector located at about
460 m from the radar) are shown in Figure 24, along with the pattern measured in a test range. The beam shape was well formed, and closely matched the test range measurements in the main lobe of the antenna. The patterns shown in Figure 24 were normalized to the gain. The gain of the antenna in the Fresnel region was numerically computed to obtain the correction for the received power. The correction was small as the reflector locations approached the far field of the antenna. The environmental conditions in which the corner reflector observations are made have a significant impact on the usefulness of the data for calibration. There are three main environmental factors. One is the atmospheric state of the path between the radar and the reflector, which has a significant effect on the received power. At higher attenuating frequencies, the presence of precipitation biases any calibrations done with a corner reflector. Two, the state of the surfaces on the corner reflector has an impact on the received power. The presence of layers of water or icing on the reflector surfaces changes the RCS, and introduces larger uncertainties. Three, the state of the radar radome makes a significant contribution to errors in calibration. Under conditions of rain over the radome, a wet radome, or icing on the radome, the received power from a corner reflector cannot be used for calibration.

3.1.2 Calibration Sphere Experiment

Spherical conducting reflectors have well-known radar cross sections, depending on their diameter and radar wavelength ([1, Section 2.4.3). They also have excellent polarization isolation with respect to linearly polarized waves, and can be used to establish the absolute physical diameter of a calibration sphere. The radar equation for a metal sphere in the boresight of the antenna, in the center of the along-range filter response, and in the far-field, can be written as

$$P_{\text{ref (ms)}} = \frac{\lambda^2 P G_0^2 \sigma_{ms}}{(4\pi)^3 l_{wg}^2 A m^2},$$

(25)

where the subscript ms represents the metal sphere, and $l_{wg}$ is the waveguide and radome loss, expressed as a numerical factor > 1. Rearranging the terms of this radar equation gives the antenna gain:

$$G = \frac{G_0}{l_{wg}} = \sqrt{\frac{(4\pi)^3 l_{wg}^2 P_{\text{ref (ms)}}}{\lambda^2 P G_0^2 \sigma_{ms}}}$$

(26)

where $G_0$ plays the role of the effective antenna system gain with the waveguide and radome losses factored in.

Calibration experiments can be implemented using either tethered or floating spheres. However, with a balloon-borne object, it is difficult to get the target (especially a moving target) centered within both the beamwidth and the along-range receiver filter response. Over-sampling of the echo can assist with the latter, but considerable effort may be involved in acquiring the proper data. The typical implementation of the experiment makes use of a metallic sphere (aluminum, or just Styrofoam coated with a metallic foil), suspended by a tethered balloon. A 600 gram helium-filled balloon is sufficient to loft a 12 in diameter Styrofoam sphere wrapped with aluminum foil. The main disadvantages of this method lie in the uncertainty in the actual position of the sphere. The height of the sphere should be enough to avoid interference from ground targets, which is often a problem with tethered-sphere calibrations. A different implementation is the use of a free-flying sphere.

Figure 25 shows the preparation of a 12 in sphere and the balloon for a calibration experiment based on a free-flying sphere. The balloon was released and at first optically tracked with a theodolite, to a distance beyond some 5 km downwind of the radar. Its position was relayed to the radar operator, who then set a tight sector scan to cover the position of the sphere. The antenna gain was calculated with Equation (26), using the maximum received power of each traverse across the sphere. A histogram could be made from these gain calculations. Figure 26 reports the results of such a calibration experiment as performed at the CSU-CHILL facility. Further outcomes can be obtained from data collected during a sphere-calibration experiment. In addition to helping to obtain data with the sphere in the center of the along-range filter response, over-sampling of the echo in range can allow reconstruction of the transmitted pulse envelope. Figure 27 shows the good agreement in results obtained with 333 ns over-sampling of the echo of a 1.5 μs pulse from a sphere.
3.2 Permanent Scatterers

Cluttered echoes generated from permanent and spatially localized structures, such as towers or other buildings, collected at low elevation angles was suggested to monitor the stability of calibration in time [6]. This has been adopted at the NASA KPol S-band radar at Kwajalein Atoll [7] to check the day-to-day stability of radar calibration. The basic idea is that the stability of clutter echoes reveals the stability of the radar calibration, provided that no changes in structures are made, the radar elevation angle is constant in time, the contribution of precipitation does not dominate the contribution from clutter, and, finally, the effects of anomalous propagation can be neglected.

The method starts from identifying cluttered bins in a scan collected in dry conditions using a low elevation angle (0.4° is used at K-Pol). On a daily basis, cumulative distribution functions (CDF) of equivalent reflectivities (dBz), recorded at identified bins, are built. Of course, reflectivity data without clutter filtering must be used. Evaluation of the 95th percentile of daily cumulative distribution functions, subtracted from a baseline value, provides the RCA (relative calibration adjustment) in dB. The relative calibration adjustment is evaluated daily, regardless of the presence of precipitation, when the equivalent reflectivity is the sum of clutter and rain reflectivity, since it has been shown that the presence of precipitation does not alter the 95th percentile of the cumulative distribution function used to evaluate the relative calibration adjustment. At very short ranges (shorter than 1 km), the stability of cluttered bins has been evaluated to be better than 0.07 dB, while the daily fluctuation of relative calibration adjustment increased up to 0.21 dB within 10 km range. The use of this technique has allowed correlating sudden changes in relative calibration adjustment to damage or engineering events, and to shifts in elevation pointing.
3.3 Returns from Precipitation

Weather radars are designed to sample distributed volume-filled targets, such as precipitation. To the contrary, the spherical or corner reflectors considered in the previous section are point targets, and not completely representative of the targets of main interest with weather radars. Echoes from precipitation have several properties that can reveal calibration biases, or can highlight other aspects characterizing the performance of the radar system. These methods have the advantage of being capable of being performed during routine operations, when suitable precipitation targets are available.

3.3.1. Differential Reflectivity Calibration

A commonly suggested option for calibrating $Z_{dr}$ is the use of differential-reflectivity measurements collected at vertical incidence [8]. This method relies upon the assumption that due to the symmetry of the particles when viewed from below, the average $Z_{dr}$ in precipitation should be zero at vertical incidence. In fact, cloud and precipitation particles have no preferential orientation in a horizontal plane: ice particles are usually randomly oriented, and on average, rain drops present a circular shape. Consequently, any observed departures from zero $Z_{dr}$ can be ascribed to a bias of the radar system due to some differential response between the two channels, and a suitable offset correction can be applied to subsequent $Z_{dr}$ data. Vertically-pointing differential reflectivity calibration measurements are usually performed with a rotating antenna, which implies that the polarization basis is rotated. Rotating the antenna should reduce the influence of azimuth dependencies of $Z_{dr}$, which may be caused by the possible presence of aligned hydrometeors (e.g., due to strong wind shear or electric fields), antenna-pattern sidelobes interacting with ground clutter, or backlobes that interact with precipitation [9], although the long-term average behavior should be azimuth-independent (Figure 28). Measurements in the melting layer, or in layers with heterogeneous scatterers or strong gradients, should be avoided, because $Z_{dr}$ would exhibit larger measurement errors. Many operational radars do not operate at vertical incidence, due to mechanical constraints. Other techniques use the collection of data at near-horizontal elevation in drizzle or light rain, thought to be mainly composed of very small and spherical droplets determining a $Z_{dr} \approx 0$ dB [8-10]: any deviation from 0 dB can be considered to indicate a $Z_{dr}$ bias. However, it is sometimes difficult to clearly identify drizzle echoes (especially in low SNR). Otherwise, measurements exploiting the dependency on elevation of $Z_{dr}$ measurements in stratiform rain and dry aggregated snow can be used. Calibration is obtained by comparing measured $Z_{dr}$ profiles in elevation with the corresponding theoretical profile [10]. Several hours of uniform precipitation are needed to achieve accuracy within 0.1 dB.

3.3.2. Absolute Reflectivity Calibration

An absolute calibration of a weather radar can be established from measurements of $Z_h$, $Z_{dr}$, and $K_{dp}$ in rain using the “self-consistency” among these measurements [11, 12]. The method is based on the relationship,

$$K_{dp} = aZ_h^bZ_{dr}^c,$$

(27)

where the coefficients $a$, $b$, and $c$ depend on the assumed shape-size relation of raindrops, among other things. Suppose $Z_{dr}$ is unbiased, and $Z_h$ is affected by a bias $B_h$. Integrating the previous expression along a radial path $r_1 \rightarrow r_2$, $B_h$ can be obtained from

$$B_h[\text{dB}] = \frac{10}{b} \log_{10} \left[ \Phi_{dp} (r_2) - \Phi_{dp} (r_1) \right]$$

Figure 28. The differences between $Z_{dr}$ measurements and sweep-averaged $Z_{dr}$ as a function of azimuth during antenna measurements collected in three hours of measurements (02/02/2012 CNR Polar 55 C-band radar, Italy).
Operational implementation of the method requires care. First, the self-consistency properties are valid only in rain: rain profiles contaminated by ground clutter, melting layer, or ice particles should be discarded. Second, the length of paths should be chosen to minimize the measurement error associated with the computation of the $\Phi_{dp}$ difference. When this method is used with attenuating frequencies, such as those at C or X band, or higher frequencies, the path attenuation, and eventually the attenuation induced by the wet radome, must also be corrected for. The coefficients of Equation (27) depend on the radar wavelength, temperature, and assumptions about drop-shape relationships. In general, working with such data is only a monitoring tool, and not a replacement for engineering calibration procedures. Because of the possibility of widespread fluctuations in data, any observed calibration difference using precipitation data should be used as a clue suggesting very thorough engineering tests. Otherwise, it will create a situation of “circular argument.”

### 3.3.3 Other Polarimetric Measurements

In addition to the properties suggested in the previous section, other properties of dual-polarization measurements can be used as diagnostic tools. Information about performance that can be updated on a daily or on a per event basis helps to detect issues in the system. Most of these properties are relative to returns from rain. Some of them are summarized in the following:

#### 3.3.3.1 Noise-Level Estimation

To obtain an ongoing measure of the receiver’s sensitivity, the noise from areas where precipitation returns are absent (e.g., far ranges at high elevations) can be used to verify the actual noise level and its constancy in time.

### 3.3.3.2 Azimuth-Dependent Bias

In widespread light rain (20 dBz to 40 dBz), differential reflectivity should be essentially constant across all azimuths.

#### 3.3.3.3 Daily Averaged $\rho_{hv}$ Value in Rain

In homogenous precipitation, a value close to 0.99 is expected.

#### 3.3.3.4 Azimuth-Dependent $\Phi_{dp}(0)$

The initial differential phase, $\Phi_{dp}(0)$, should be constant and independent of azimuth. Variation from the average could reveal radome or waveguide component degradation.

#### 3.3.3.5 LDR Limit

The minimum detectable LDR (linear depolarization ratio) in systems with this capability provides an overall estimation of the cross-polarization isolation of the system.

### 4. Built-In Monitoring Tools and “Automatic Calibration”

Some of the detailed processes in the radar calibration operations discussed above require the involvement of expert personnel. Given the importance of calibration, weather radars can be equipped with some proper self-calibration “subsystems,” to allow continuous monitoring of

---

**Figure 29. The CSU-CHILL radar configuration. Different colors were used to distinguish radar subsystems. Orange boxes identify the calibration subsystem. Only one polarization channel is shown.**
The concept to set up a built-in calibration system can be understood by looking at Equation (3), rewritten by explicitly grouping \( t_P \) and \( r_P \) in a ratio, to obtain

\[
Z_e = \frac{1}{\pi} \left| K_{t} \right|^{2} \left( \frac{2}{G^2} \right) \left[ \frac{8 \ln 2}{\pi \rho \sigma} \right] \left[ \frac{\pi^2}{2} \right] \frac{P_R}{P_I}, \tag{29}
\]

Although mathematically equivalent to Equation (3), this formulation highlights the fact that reflectivity can in principle be determined by the measurements of a power ratio, rather than by two independent measurements of \( P_I \) and \( P_R \). In fact, the mean power at the receiver in Equation (5) historically has been expressed by relating the equivalent reflectivity factor and the radial distance by a factor \( C \), i.e., the radar constant that is included in \( P_I \) (e.g., [13]): \( P_I = CZ_e / r^2 \). In Equation (29), the only thing we need to monitor on a continuous basis is the ratio \( P_R / P_I \), and this ratio can be measured by passing both signals through the same digital receiver. The main issue is that the losses in the measurement paths of transmitted power and received power are different. Elaborate strategies to do “proper bookkeeping” therefore have to be devised. The good news is that these “loss terms” are constant.

4.1 CSU-CHILL Implementation

In this section, several schemes to collect the ratio \( P_R / P_I \) in a single sweep by taking into account the different paths needed to measure both quantities are illustrated. Given that today’s receivers can only process input signals of power typically up to approximately -25 dBm (see Figure 18), proper attenuators must be inserted to obtain transmitted power measurements with the receiver. Basically, switches in the microwave circuits permit automatic self-calibration in this manner, using the digital receiver and signal processor. As a first hypothesis, passive elements, such as waveguides and cables, are assumed to not significantly change between scheduled maintenance operations. The critical elements that may vary are the active components. During operations, system control can command periodic calibration procedures that characterize the active components to resolve any such unknowns. A calibration database can be used to detect anomalous calibrations, and flag them for further investigation. Figure 29 shows a schematic diagram of a radar implementing such circuits (CSU-CHILL was taken as a reference). All measurements are made with respect to the radar-calibration plane, which was set in this case at the forward port of the 35 dB bidirectional coupler.
In the standard receiving configuration (Figure 30), a high-speed switch is set to the receiving position after a fixed delay, $\Delta \tau$ (3 $\mu$s for CSU-CHILL), from the transmitted pulse. Returns pass through the circulator, and get into the usual receiving channel, passing through the low-noise amplifier (LNA) and the down-converter to the digital receiver.

If the antenna receives a power $P_{RX}$, the digital receiver has IF input $S_{RX} = P_{RX} + G_{LNA} + G_{DC}$, where $G_{LNA}$ and $G_{DC}$ are the gains of the low-noise amplifier and down converter, respectively. Both $G_{LNA}$ and $G_{DC}$ need to be determined, or they can be grouped into the composite front-end conversion gain, $G_c$.

The configuration of Figure 29 can be set up to measure the transmitted pulse as shown in Figure 31. Within the transmitted pulse and the subsequent $\Delta \tau$ delay, the high-speed switch is set in the cal position to measure the transmitted power, using the digital receiver and the same RF-chain active components as the received signal, except for the low-noise amplifier and receiver protector. Compared to a different configuration with a switch in front of the low-noise amplifier, this configuration avoids the associated increase in the noise figure. With this configuration, the digital receiver measures the power $S_{TX} = P_{TX} + G_{DC}$ (the attenuator is suppressed, being a known value). To determine these unknowns in the configuration of Figure 29, a known signal power, $P_{TEST}$, is injected into the radar reference plane from an RF signal generator, as in Figure 32. This measurement is done during data collection by pulsing the signal generator at a fixed range offset. The digital receiver measures $S_{TEST} = P_{TEST} + (G_{LNA} + G_{DC})$. Since $P_{TEST}$ is known, $(G_{LNA} + G_{DC})$ is obtained directly from $S_{TEST}$. To resolve the separate estimation of the low-noise amplifier and down-converter gains, the configuration in Figure 33 is adopted. A signal of known power, $P_{TEST}$, is injected into the calibrator from the RF signal generator. The digital receiver now measures $S_{TEST} = P_{TEST} + L_{coupler} + G_{DC}$, where $L_{coupler}$ is the loss of the coupler. Since $L_{coupler}$ is known, $G_{DC}$ can be computed, and $G_{LNA}$ can be determined from the $(G_{LNA} + G_{DC})$ previously estimated.

A further element that can be estimated using this configuration is the receiver’s noise figure. To measure the noise figure (NF), a noise source of known excess noise ratio (ENR) is used. Noise figure calibration using the Y-factor method can be obtained as follows, using the radar in the configuration shown in Figure 34. At step 1, noise from a...
source of known excess noise ratio is injected, and the digital receiver measures $S_{\text{HOT}}$. At step 2, the 28-volt supply is turned off and the power from a “cold” source, $S_{\text{COLD}}$, is measured by the digital receiver. Finally,

\[
NF = ENR - 10 \log_{10} \left[ 10^{\frac{S_{\text{HOT}} - S_{\text{COLD}}}{10}} - 1 \right] \text{[dB]} \quad (30)
\]

allows one to determine the noise figure in dB.

### 4.2 Systems with Magnetron Transmitters

With systems using a magnetron transmitter, the automated calibration process must take into account a possible shift of operating frequency. An onboard calibration signal source allows automatic measurement of the gain of the receiving chain. Passing a sample of the transmitted pulse through the calibrated receiving chain allows keeping track of the changes in transmitted power, decoupling them from receiver-gain changes over time and/or frequency.

If the transmitter is expected to operate in a broad frequency band, a broad-band signal source and an automatic-frequency-control (AFC) style frequency-measurement tool can be employed to measure receiver gain at the frequencies of interest, and to select the appropriate values during operation of the radar. Again, having an onboard calibration source allows repeating/automating the process as deemed necessary to track changes in time. With reference to the scheme of Figure 35 (the path represented as a dotted line), to calibrate the receiver, a calibrated signal source is used. The joint receiver and data-acquisition system (DAQ) gain can be characterized at the transmitter frequency (or frequencies) of operation as

\[
G(f,t) = P_{\text{TX}}^{\text{DAQ}}(f,t) - P_{\text{TX}}^{\text{SRC}}(f) + G_{\text{DX}}(f), \quad (31)
\]

where $G_{\text{DX}}(f)$ represents the gain characterization of the duplexer (this is a one-time measurement that can be done with a network analyzer). This equation allows referencing gain to the antenna ports where the radar equation is applied. Concerning transmitter measurements (Figure 35, dashed line), an initial measurement of the transmitted pulse power at the antenna port(s) is paired with the corresponding pulse sample measurement at the data-acquisition output, imposing

\[
P_{\text{TX}}^{\text{ANT}}(f_0,t_0) = P_{\text{TX}}^{\text{DAQ}}(f_0,t_0), \quad (32)
\]

Transmitted power measured at the data-acquisition system’s output is corrected for receiver-gain variations to establish changes in transmitted power:

Figure 34. The configuration of Figure 29 used to determine the receiver’s noise

Figure 35. The configuration of calibration paths of a radar with a magnetron transmitter using a calibrated source. The receiver and transmitter calibration paths are shown in dotted and dashed lines, respectively.
The transmitter-receiver calibration values can finally be incorporated into the radar equation as

\[
\Delta P_{\text{TX}}^{\text{DAQ}}(f,t) = P_{\text{TX}}^{\text{DAQ}}(f_0, t_0) - P_{\text{TX}}^{\text{DAQ}}(f,t)
\]

\[
-\left[ G_{\text{RX}}^{\text{DAQ}}(f_0, t_0) - G_{\text{RX}}^{\text{DAQ}}(f,t) \right], \quad (33)
\]

The transmitter-receiver calibration values can finally be incorporated into the radar equation as

\[
Z_e = \frac{2}{c} \left( \frac{4\pi}{f^2 G_0^2} \right) \frac{\ln 2}{\pi^2} \frac{\rho^2}{2} \left[ \frac{P_{\mathrm{NT}}^{\text{DAQ}}}{P_{\text{TX}}^{\text{DAQ}}} \right], \quad (34)
\]

5. Conclusion: The Calibration Protocol

5.1 Inventory of Techniques and Equipment

Previous sections have shown that calibrating a weather radar requires a combination of different techniques, corresponding to each subsystem. Several instruments are required. Moreover, the proposed techniques need to be implemented on a regular basis, with a calibration discipline, and also with proper instruments. Table 1 presents a list of the instruments necessary to perform the calibration procedures introduced so far.

5.2 Recommended Practice

Table 2 provides an overview of the techniques introduced so far, with a short description, and the recommended frequency of implementation. Summarizing, a minimum set of procedures to be implemented is that described below:

1. Receiver calibration—once every scan
2. Transmitted power monitoring: continuous
3. Sphere calibration: once per year
4. \(Z_{dr}\) calibration: every volume scan with the modern operational calibration system. Vertical looking: Target of opportunity. Solar measurements: can be done routinely every day.
5. Solar calibration monitoring and ground target monitoring can be done very regularly and frequently.
6. Overall, a once-per-year calibration campaign is recommended

Finally, calibration requires discipline to avoid rearrangement of equipment/connections. This is perhaps the most complicated of all the calibration procedures discussed, since some of them require stoppage of regular data collection. This should be scheduled based on weather forecasts to avoid loss of critical data. Documenting operations is a crucial aspect of calibration, and of other maintenance operations, as well. Specific tables that eventually can take the form of a spreadsheet are a necessary tool to track operations and record the results of calibration.
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Table 2. A summary of calibration practices.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>How to Conduct</th>
<th>Recommended Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmitting frequency</td>
<td>Counter, frequency meter, or spectrum analyzer</td>
<td>Daily</td>
</tr>
<tr>
<td>Pulse shape</td>
<td>Crystal detector and oscilloscope</td>
<td>Weekly</td>
</tr>
<tr>
<td>Transmitted spectrum</td>
<td>Spectrum analyzer</td>
<td>Once a year, unless transmitted signal changes</td>
</tr>
<tr>
<td>Transmitted power</td>
<td>Power meter</td>
<td>Daily</td>
</tr>
<tr>
<td>Transmitted power stability</td>
<td>BITE</td>
<td>Continuous</td>
</tr>
<tr>
<td>Receiver calibration</td>
<td>Signal generator</td>
<td>Weekly</td>
</tr>
<tr>
<td>Receiver calibration stability</td>
<td>BITE</td>
<td>Once every scan</td>
</tr>
<tr>
<td>Antenna orientation</td>
<td>SSU</td>
<td>Quarterly</td>
</tr>
<tr>
<td>Antenna return loss (VSWR)</td>
<td>Power meter</td>
<td>Weekly</td>
</tr>
<tr>
<td>Corner reflector</td>
<td>Fixed setup as in Section 3.1.1</td>
<td>Continuous when possible</td>
</tr>
<tr>
<td>Sphere calibration</td>
<td>Tethered or free-floating sphere, depending on logistics</td>
<td>Once a year</td>
</tr>
<tr>
<td>$Z_{dr}$ calibration, vertical-looking scans</td>
<td>Section 3.3.1</td>
<td>When suitable precipitation occurs overhead</td>
</tr>
<tr>
<td>$Z_{dr}$ calibration, solar measurements</td>
<td>Solar measurements</td>
<td>Can be done routinely every day.</td>
</tr>
<tr>
<td>Solar calibration monitoring</td>
<td></td>
<td>Can be done very regularly and frequently</td>
</tr>
<tr>
<td>Ground target monitoring</td>
<td>Routine or special scans</td>
<td>Can be done every scan if target is routinely visible</td>
</tr>
<tr>
<td>Calibration campaign</td>
<td>As described in Section 2, including standard-gain horn measurements</td>
<td>Once a year</td>
</tr>
</tbody>
</table>
Editor's Introduction

At the URSI GASS 2015 in Beijing, an Early Career Representative (ECR) was elected for each of the Commissions (a few Commissions even appointed two ECRs). The ECRs should help to make URSI more attractive for radio scientists in the early stages of their scientific careers. As Chair of the ECR Committee (and one of the two ECRs of Commission J), I am grateful to be able to work with the enthusiastic young talents that the Commissions managed to find to fulfill the newly formed ECR positions. Since our appointment, we have participated in the organization of the General Lectures at the AT-RASC in Gran Canaria, and some of us participated as organizers of special sessions at that conference. We also provided advice on ways to improve the visibility of URSI, and on the future of the Radio Science Bulletin (RSB). It was great to see that our conclusions on the latter aligned well with the steps that Ross Stone was already taking to bring the RSB to a higher level. One of the initiatives he introduced in that context was to start a series of columns. We are very happy to see that one of these columns is specifically dedicated to the ECR Committee.

In this column, we want to provide a forum to communicate ideas and happenings in radio science that are of interest to people in the early stages of their career, and to those helping early-career researchers. This scope covers a wide range of topics, varying from “Grant Proposal Writing 101,” to announcements of specific events geared towards early-stage researchers, to interviews with senior researchers on their careers. In this inaugural column, we are very happy to have a contribution on URSI as an organization by Phil Wilkinson (URSI Past President) and Paul Cannon (URSI President). At URSI conferences, I always notice that the structure of URSI is quite elusive, even to many senior radio scientists. I would like to thank Phil and Paul for providing a nicely concise overview of URSI, which, I think (and hope) will be useful to many radio scientists, in particular the young ones.

Since both the ECR Committee and this column are new initiatives, we are very open to suggestions. If you are organizing an event that is of particular interest to young scientists or have another suggestion for a contribution to this column, please let me know. The same holds for any idea that you may have for URSI to reach out to early-stage researchers. I am looking forward to your suggestions!
URSI: Your Scientific Union
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The International Union of Radio Science (URSI) serves a community of people with a common interest: radio science. Like all groups, there are some people with a peripheral interest, who remain participants for only a short period of time, and others whose energy and enterprise sustain the entire community. One way of viewing this is to think in terms of three clouds, shown in the accompanying figure (Figure 1). On the left is a large cloud of radio scientists containing URSI, in an embracing circle, and to the right, two subordinate, but very important clouds, representing the national and international science communities. This short note provides a personal perspective on some of the interactions within these clouds, and their importance for URSI and radio science.

URSI was formed about 100 years ago, at the beginning of the 20th century, when radio studies were at the vanguard of science and the first transformational ripples of relativity and quantum physics were being recognized. In 1931, URSI became a founding member of ICSU (now the International Council for Science), which was a coalescence of science and the first transformational ripples of relativity and quantum physics being recognized. In 1931, URSI was formed about 100 years ago, at the beginning of the 20th century, when radio studies were at the vanguard of science and the first transformational ripples of relativity and quantum physics were being recognized. In 1931, URSI became a founding member of ICSU (now the International Council for Science), which was a coalescence of science bodies.

Today, with 15% of the 21st century already gone, and applications of radio science permeating all modern culture, URSI continues to offer a vehicle for promoting radio science. But, how does this happen?

URSI (http://www.ursi.org/) gains its identity from the international community of radio scientists, who in turn are members of both the international and national science communities (the right-hand clouds). Formal structures (circles within the clouds) exist at both the national and international level for guiding science in advantageous ways. Individual scientists may participate in these processes, be detached from them, or even be unaware of them. Nevertheless, URSI acts on behalf of all radio scientists in dealing with these communities.

URSI deals directly with the national science community through its Council, the members of which are delegates from the various national radio science committees. Ideally, URSI has similar strong links into the international science community through its dealing with the other scientific Unions that form ICSU.

Over time, URSI has developed a structure that supports these interactions, and this is shown within the embracing circle in the left-hand cloud. On the left-hand side of the circle is the science structure; on the right is the administrative structure. Neither has a purpose without the other, and it is vital that there is ongoing communication between the two parts, especially if URSI is to influence the wider science community.

The triennial URSI General Assembly and accompanying Scientific Symposium (GASS) is the key entry in the URSI calendar. It is the role of Council to decide the direction for URSI over the forthcoming triennium. This includes the election of the President, four Vice-Presidents, and a Secretary General to the Board, and endorsement of the election of individual scientists who agree to contribute their time and skills through the various Commission-led offices. Council decisions are implemented during the triennium by the Board, which is supplemented with co-opted Assistant Secretary Generals. The Board, in turn, develops policy and brings recommendations to the General Assembly based on experience gained during the triennium.

The Scientific Symposium, which takes place during the GASS, is the domain of the Commissions, supported by their Working Groups (WGs). The ten Commissions of URSI provide a representative cross-section of radio science relevant in the 21st century, and are responsible for ensuring the relevance of their guiding terms of reference. The Commissions consist of the elected officials, the appointed delegates from the parent National Committees of radio science, and individual radio scientists. The strongest links within URSI are those between the Commissions and the radio scientists. The Commissions are responsible for developing a successful scientific symposium, and for providing an overview of their segment of radio science. Much of the work for this takes place during the GASS, when topics of developing importance are identified and sessions are proposed. Radio scientists must then support their Commission Chairs over the next three years as these ideas are brought to fruition. Ideally, Commissions also contribute to the Radio Science Bulletin, offering articles that focus on recent significant science developments in their domain. During the triennium, the Board assists the Chairs in bringing the Scientific Symposium sessions together.
Between the GASS’, and acting on advice provided by Council during the GASS, the Board develops and implements new initiatives and manages the operation of URSI, which includes responding to issues raised in the international scientific community. ICSU (http://www.icsu.org/) can raise formal requests for information and support for their initiatives and, where appropriate, the Board provides input. It is extremely hard to feel that these links work effectively. The GeoUnions (http://icsu-geounions.org/) are a loose cluster of Unions within ICSU with a common background, and URSI has been more successful working with this group. The prime aim of these links is to extend the influence of URSI into the science community at all levels. Although the Board may consult with the Commission Chairs, currently there is no widely successful mechanism for diffusing these external links throughout URSI.

The implementation of initiatives and the development of effective recommendations for Council rely on the Board having a wide and relevant overview of URSI. The Board is supported in this by two important committees. The Past Chairs Advisory Committee (PCAC) serves to assist the Board in recognizing the development of radio science, and assists in positioning URSI for the future. The second committee is a recent and important initiative. URSI has long had a strong commitment to support Young Scientists attending the GASS, among other activities. However, until recently, there has been no mechanism for drawing directly on younger scientists’ knowledge and views of the future. The Early Career Representative Committee (ECRC) has been developed to achieve this end.

At the 2014 GASS, all recognized that in the current modern environment of over-rapid communications provided by the Internet, URSI could not survive with a decision-cycle cadence of three years. While significant initiatives may get implemented over a three-year period, more-frequent meetings – especially meetings based on scientific symposia – are essential for URSI to progress in the modern era. To this end, AT-RASC has been successfully initiated, and AP-RASC will be supported to a greater degree. Through greater contact between radio scientists, all of the interaction links will be enhanced.

Every December, the Radio Science Bulletin publishes the most recent “List of URSI Officials.” These are the heart of URSI: these are the people whose time and skills are gifted to ensure that URSI continues into the 21st century and beyond.

Introducing Stefan J. Wijnholds, Associate Editor for the ECR Column

Stefan J. Wijnholds is a System Researcher at the Netherlands Institute for Radio Astronomy (ASTRON). He received his MSc in Astronomy and his MEng in Applied Physics from the University of Groningen, The Netherlands (both cum laude) in 2003. He received his PhD in Statistical Signal Processing from the Delft University of Technology, The Netherlands, in 2010. Since 2003, he has been working at ASTRON on the development of phased-array antenna systems for radio astronomy.

His research concentrates on calibration and imaging with astronomical phased-array systems, and systems design optimization for radio-astronomical applications. He has written or contributed to one book chapter, 34 journal papers, and 38 refereed conference contributions. He has organized special sessions at the IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP) in 2014, and the URSI Atlantic Radio Science Conference (AT-RASC) in 2015. He was a member of the TPC of the European Conference on Antennas and Propagation (EuCAP) in 2015. He is a Senior Member of the IEEE and an URSI Radio Scientist. In 2015, he was elected as Early Career Representative (ECR) for Commission J, and as Chair of the ECR Committee, for URSI.
Recently, there were celebrations of the 150 years since J. C. Maxwell’s lecture at the Royal Society of London, and the subsequent publication of the paper, “A Dynamical Theory of the Electromagnetic Field” (Philosophical Transactions of the Royal Society, 155, 1865, pp. 459-512). In his lecture, Maxwell introduced his famous equations for the first time. Several events celebrated this anniversary. Among those at an international level, I wish to cite the special section of the IEEE Antennas and Propagation Magazine (5, 6, December 2014, pp. 295-316), which I coordinated, titled “A Tribute to James Clerk Maxwell on the 150th Anniversary of His Equations (1864-2014).” Among the papers in that special section was one by E. Agastra and S. Selleri, “The Pavers of Maxwell’s Pathway to His Equations” (pp. 308-316). This presented an interesting tree of scientists, on a nation-by-nation basis, which preceded Maxwell, and were cited by him. In particular, among the several scientists Maxwell cited, Edmund Taylor Whittaker, renowned historian of science who lived between the 19th and 20th centuries, identified three that were the most influential on Maxwell in his development of the displacement current, which was Maxwell’s key contribution. These three were Michael Faraday, Ottaviano Fabrizio Mossotti, and William Thomson (Lord Kelvin) (Figure 1) [1].

Much has been written on Michael Faraday and Lord Kelvin. Radio Science Bulletin readers can refer to [2, 3].

The Italian, F.O. Mossotti, is quite unrecognized today, even in Italy. The paper published here in the December issue of the Radio Science Bulletin, “The Pavers of Maxwell’s Pathway to His Equations: Ottaviano
Ottaviano Fabrizio Mossotti (Figure 1) [Novara, Italy, April 18, 1791 – Pisa, Italy, March 20, 1863] was an Italian physicist, son of an engineer, Giovanni, and of Rosa Gola. Little is known about his early studies: his father probably started teaching him at home. The first certain records say he was at the King’s College in his home town in the year 1807-1808, where he was also awarded a prize in “literature, history, and mathematics” [1, 2].

In 1808, he entered the Faculty of Mathematics at the University of Pavia (Figure 2), where he graduated as an “Architect-Engineer” on June 6, 1811. He remained at the university, getting acquainted with the astronomical works of Galilee, Kepler, and Newton, and publishing his first scientific paper in 1913.

He then entered the astronomical observatory, or “Specola,” of Brera in Milan, Italy (Figure 3), a relevant observatory in Italy, which became famous worldwide for the work of Schiaparelli in 1877 [3-5]. In those post-Napoleonic years, Italy, still divided into several small states, was the home of revolts, and home to secret societies promoting unification. Mossotti was politically involved,
and close to many leaders of unification movements. When several of his friends became imprisoned and he himself was prosecuted, he decided to flee to Switzerland in March, 1823, and then to London in May, 1823. There, he got in contact with many members of the Royal Society, in particular Thomas Young [Milverton, United Kingdom, June 13, 1773 – London, United Kingdom, May 10, 1829] and John Frederick William Herschel [Slough, United Kingdom, March 7, 1792 – Hawkhurst, United Kingdom, May 11, 1871]. Mossotti eventually himself became a member of the Royal Society in 1826. He then got a teaching appointment at the University of Buenos Aires, so he left London in 1827. In Argentina, he could carry out astronomical observations that were not possible in the northern hemisphere, which he published in the Proceedings of the Royal Astronomical Society of London.

He was then able to go back to Italy. Called to the Astronomical Observatory of Bologna 1835, he failed to get the position, due to Austrian government opposition, motivated by his political past. He then was in Turin where, in 1836, he published his fundamental work on dielectric induction [M.26]. This was publicly appreciated by Michael Faraday himself, and was among the bases of J. C. Maxwell’s development of the displacement current.

He was later offered (1840) the Chair of Mathematics, Physics, and Celestial Mechanics at the University of Pisa, and was among the founders of the Mathematical School of Pisa. He participated in the 1848 war of independence as Commander of the Pisa University battalion of volunteers, formed by professors and students. After unification, he was nominated Senator of the newborn Kingdom of Italy (1861).

Mossotti died in 1863 after a short illness. He was buried in the monumental cemetery of Pisa, with Angelo Battelli [Macerata Feltria, Pesaro e Urbino, Italy, March 28, 1862 – Pisa, Italy, December 11 1916], physicist, founder of the Italian Society of Physics, and pioneer of radioactivity studies; Antonio Pacinotti [Pisa, Italy, June 17, 1841 – Pisa, Italy March 25, 1912], physicist, who substantially improved the earliest design of the direct-current electrical generator, or dynamo; and Ulisse Dini [Pisa, Italy, November 14, 1845 – Pisa, Italy, October 28, 1918], mathematician.

## 2. Achievements and Connections to Maxwell

Early in the 19th century, the concept of dielectrics was still a matter of open research. It was apparent that even if unable to conduct current, they had electrical properties, since, for example, the strength of the attraction between two charges changed if a dielectric was placed between them.

Concerning the nature of electricity, two rival theories were on the floor at the time. One was a one-fluid theory. This had among its first and most notable supporters Benjamin Franklin [Boston, Massachusetts, January 6, 1705 – Philadelphia, Pennsylvania, April 17, 1790], who viewed electrical phenomena as due to a single “electric” fluid, or aether. The amount of fluid at equilibrium made a body uncharged. If the fluid was added or removed – for example, by rubbing – the body became positively or negatively charged (respectively) from the concentration or rarefaction of the fluid. The motion of the same fluid was the electric current. This was opposed by the two-fluid theory, named “vitreous” and “resinous,” developed earlier by Charles François de Cisternay du Fay [Paris, September 14, 1698 – Paris, 16 July 1739]. He explained...
his observations on electrification by means of "vitreous" and "resinous" kinds of electricity. The first theory was followed in England, Germany, and Italy, while the second was mainly in France [7].

Mossotti’s 1836 paper [M.26] (Figure 4) was hence written in the context of the one-fluid theory, and was opposed to a similar work of Poisson on magnetism [8, 9]. Mossotti recognized how the results by Poisson with the two “vitreous” and “resinous” fluids could be explained by a single “electric” fluid, by considering the action of the “vitreous fluid” to be equivalent to a condensation of the “electric” fluid, and the action of the “resinous” fluid to be the rarefaction of the “electric” fluid [M.26]. In this context, it is very important to note for the following development by Faraday and Maxwell that Mossotti focused on the movement of such a fluid, not on the mere action due to the presence of a fluid.

In Mossotti’s work, the equilibrium was hence reached with the electric forces of the matter (unmovable) and the “electric” fluid (movable). Mossotti then mathematically developed this concept. He considered the molecules of the matter as unmovable, isolated, spherical objects, within a homogeneous “electric” fluid, or aether. Among the molecules there was a repulsion force, which at equilibrium was nullified by the attractive force between the molecules and the aether. In this way, Mossotti explained why solids cannot be compressed (the repulsion force between molecules became stronger if molecules got closer) or expanded (the attractive force of the aether opposed the molecular separation).

This paper by Mossotti was appreciated by Michael Faraday [Southwark, UK, September 22, 1791 – Hampton Court, UK, August 25, 1867]. Faraday supposed that in an impressed electric field, a change charge was exerted in the distribution of molecules and “electric” fluid [7, 10]. However, the model by Mossotti was much more detailed than Faraday’s [11]. These concepts were later very clearly stated by Mossotti, who gave an analytic solution to the problem, explicitly speaking of “polarization of the molecules” [M.48].

Mossotti’s contribution was also recognized by James Clerk Maxwell [12-14] (Figures 5 and 6), as well as by early writers of electromagnetic history. For example, Edmund Taylor Whittaker [Southport, UK, October 24, 1873 – Edinburgh, UK, March 24, 1956] (Figure 5), British mathematician and physics historian, wrote [7] (Figure 7):

The principle which is peculiar to Maxwell’s theory must now be introduced. Currents of conduction are not the only kind of currents; even in the older theory of Faraday, Thomson, and Mossotti, it had been assumed that electric charges are set in motion in the particles of a dielectric when the dielectric is subjected to an electric field; and the predecessors of Maxwell would not have refused to admit that the motion of these charges is in some sense a current.
Poincaré [Nancy, France, April 29, 1854 – Paris, France, July 17, 1912] (Figure 5), French mathematician and physicist, wrote [15] (Figure 8):

It is probable that it is the concept of Poisson and Mossotti on the nature of dielectrics which led Maxwell to his theory. He says to have developed it since Faraday’s works, and to have done nothing else than to convert to mathematical formulas the words of the renowned Physicist, but Faraday did adopt Mossotti’s Ideas (see Experimental Researches, Faraday, Ser. XIV, §1679).

Mossotti’s subsequent, more detailed, 1846 manuscript, published in 1850 [M.48] (Figure 9) better presented his ideas on polarization. These ideas were later mathematically formalized by Rudolph Clausius [Koszalin, Poland, January 2, 1822 – Bonn, Germany, August 24, 1888] [16] (Figure 10). Indeed, as already said, the original papers by Mossotti were based on an ether concept typical of his epoch, and are hence difficult to follow for the modern reader. Clausius’ later approach revised Mossotti’s work in a way much easier to follow for the modern reader [11, 17]. The Clausius-Mossotti formula is

\[
\frac{\varepsilon - \varepsilon_0}{\varepsilon + 2\varepsilon_0} = \frac{4\pi N_A \alpha \rho_m}{3 M}.
\]

Figure 5a. J. C. Maxwell. Figure 5b. E. T. Whittaker. Figure 5c. J. H. Poincaré. Figure 6. Part of page 70 in [14], where Maxwell not only acknowledged the importance of Mossotti’s analytic development, but stated that in Mossotti’s theory, no material can have a permittivity smaller than that of empty space.

from which equation it is evident that \( \psi \) represents the electrostatic potential.

The principle which is peculiar to Maxwell’s theory must now be introduced. Currents of conduction are not the only kind of currents; even in the older theory of Faraday, Thomson, and Mossotti, it had been assumed that electric charges are set in motion in the particles of a dielectric when the dielectric is subjected to an electric field; and the predecessors of Maxwell would not have refused to admit that the motion of these charges is in some sense a current. Suppose, then, that \( q \) denotes the total current which is capable of generating a magnetic field: since the integral of the magnetic force round any curve is proportional to the electric current which flows through the gap enclosed by the curve, we have in suitable units

Figure 7. The top of page 286 in [7], where Whittaker acknowledged Faraday, Thompson, and Mossotti among the predecessors of Maxwell who studied dielectric polarization.
The left-hand term in Equation (1) is known as the Clausius-Mossotti factor. When extended to the more general case of a generic dielectric sphere, \( p \), embedded in a homogeneous medium, \( m \), this is

\[
K(\omega) = \frac{\varepsilon_p - \varepsilon_m}{\varepsilon_p + 2\varepsilon_m},
\]

with \( \varepsilon = \varepsilon - j\sigma/\omega \).

Indeed, this is the first appearance of the concept of an effective homogeneous medium in the theory of heterogeneous solids. As pointed out by many authors [11, 18], Mossotti’s paper [M.48] does not explicitly contain the formula for the effective dielectric constant, while Clausius’ book does (Figure 11). That is why Hendrik Antoon Lorentz [Arnhem, NL, July 18, 1853 – Haarlem, NL, February 4, 1928] (Figure 10) attributed the formula to Clausius and Mossotti [19], even if Clausius did not cite Mossotti in his book [16].

Mossotti’s deep understanding of dielectrics led him to a second achievement still bearing his name, the Clairaut-Mossotti doublet. This was an aplanatic cemented doublet lens, able to correct for axial chromatism, spherical aberration, and coma [20]. Alexis Claude Clairaut [Paris, France, May 13, 1713 – Paris, France, May 17, 1765], an astronomer, had developed a theory of doublet lenses, that is, lenses composed of two cemented lenses of different materials.

Figure 8. Page 36, proposition 44, in [15], where Poincaré affirmed that Maxwell’s displacement-current idea originated from Poisson’s and Mossotti’s ideas on dielectric polarization.

Figure 9a. The cover of the 1946 Mossotti paper, published in 1950 [M.48].

Figure 9b. The first page of the paper in Figure 9a.
materials and appropriate shapes to control spherical and chromatic aberration in the period of 1756-1762. Mossotti solved the fifth-order equation by Clairaut, finding three real roots, of which one was of practical interest [M.57, M.58] (Figure 12).

Mossotti was not highly committed to publishing his results. As Enrico Betti [Pistoia, Italy, October 21, 1823 – Soiana, Pisa, Italy, August 11, 1892], great mathematician and student of Mossotti, stated in his obituary of Mossotti [21], Mossotti left many ideas on scratch paper, unfinished publications, and even complete papers never submitted to a journal. He even thought of using the inverse function of elliptical integrals of the first kind, years before Niels Henrik [Finnøy, Norway, August 5, 1802 – Froland, Norway, April 6, 1829] and Carl Gustav Jacob Jacobi [Potsdam, Germany, December 10, 1804 – Berlin, Germany, February 18, 1851], but left all of this on scratch paper [21]. A complete list of Mossotti’s published papers can be found below, while a collection of published and unpublished papers and letters can be found in [23].
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16-th International Conference on Mathematical Methods in Electromagnetic Theory

Come to blend mathematics with electromagnetics for microwave, photonic and plasmonic applications at Europe’s Far East – in Ukraine!

MMET is a traditional forum held in Ukraine since 1990. It is famous as efficient interface between the Ukrainian and the Western scientists and engineers in the broad area of modeling and simulation of electromagnetic fields including wave propagation, radiation, emission, scattering, guidance, and processing. Characteristic feature of MMET is a stronger emphasis on the analytical and mathematical aspects of research into electromagnetics. The program consists of only oral presentations (invited and session ones), and English is single working language.

Organizer: IEEE AP/MTT/ED/AES/GRS/NPS East Ukraine Joint Chapter

In cooperation with:
- I. Franko Lviv National University (LNU)
- O.Y. Usikov Institute of Radio-Physics and Electronics of the National Academy of Sciences of Ukraine
- G.V. Karpenko Institute of Physics and Mechanics of the National Academy of Sciences of Ukraine
- URSI and Ukrainian National Committee of URSI
- Other chapters of IEEE AP, MTT, AES, ED, and PH Societies in Ukraine

Expected social program:
Lviv Tour, Visits to Museums and Medieval Castle, Conference Dinner and Farewell Party

Venue:
Lviv, translated as “The city of Lion” was founded in 1256 as a capital city of the powerful medieval Halychyna Duchy; its founder, Grand Duke Danylo was the only duke of the Rurik dynastical roots who was crowned by Pope. Later Lviv played important role in the 14 to the 20 century as one of the major cities in the Polish Kingdom, then the Austro-Hungarian Empire, and finally the Republic of Poland. The Lviv National University, venue of MMET*2016 conference, dates back to 1661 when a Jesuit college was established here by a King’s decree. The majestic main building of LNU was the Parliament of Galicia before 1918. After the end of WWII Lviv became the main center of the Western part of Ukraine, then a part of the USSR and independent nation since 1991. Nowadays Lviv is a beautiful city with population about one million (http://lviv.travel) and a hub of science, higher education, and IT industry. It is a perfectly safe place in today’s turbulent times that is certified by the large expat community and growing numbers of tourists flocking to this ancient symbol of what is sometimes called Ukrainian Piedmont.

Conference chairs:
Prof. Z.T. Nazarchuk, MMET-2016 Chair
Prof. A.I. Nosich, TPC Co-Chair
Dr. O.V. Shramkova, TPC Co-Chair
Prof. V.P. Melnyk, LOC Chair
Prof. K Kobayashi, Int’l Advisory Committee Chair

Important dates:
The MMET*2016 conference will be held on July 5-7, 2016. Final 4-page camera-ready papers are expected to be uploaded though the MMET web-site www.mmet.org by May 10, 2016. Invited paper authors can present up to 10-page manuscripts.

Address for inquiries:
MMET*16, IRE NASU, vul. Proskury 12, Kharkiv 61085, Ukraine
Tel: +380-57-720-3782, Fax: +380-57-315-2105

No entry visa will be required for the citizens of EU, Switzerland, Norway, USA, Canada, Argentina, Japan, and some other countries.
Her Excellency, Dr. Ameenah Gurib-Fakim, President of the Republic of Mauritius, officially opened (Figure 1) the third edition of the Radio and Antenna Days of the Indian Ocean (IEEE RADIO 2015), which was held at the Long Beach Resort, Belle Mare, Mauritius, from September 21-24, 2015. The conference was organized by the Radio Society (Mauritius), and was sponsored by the IEEE Antennas and Propagation Society, with technical co-sponsorship from the International Union of Radio Science (URSI). The local organizing committee consisted of researchers from the University of Mauritius. The conference was chaired by Prof. Vikass Monebhurrun from Centrale Supélec, France.

IEEE RADIO 2015 was the third in a series of conferences covering the fields of antennas and propagation, organized in the Indian Ocean region. The conference brought together participants from about twenty different countries. IEEE RADIO 2015 featured sixteen oral sessions (Figure 2) on state-of-the-art research themes, including antenna design, electromagnetic compatibility, wireless communication, wireless power transfer, numerical modeling, and medical and industrial applications of electromagnetic fields. A half-day workshop was organized by CST on the first day of the conference to present the latest version of the CST Studio Suite.

Invited talks were delivered by Prof. Tapan Sarkar from Syracuse University, USA; Dr. Eric Mokole, retired from the Naval Research Laboratory, USA; and Prof. Russell Taylor from the University of Cape Town and University of Western Cape, South Africa. A half-day tutorial was also organized by Prof. Tapan Sarkar and Dr. Eric Mokole on the last day of the conference.

Seven young scientists from developing countries received partial financial support to attend IEEE RADIO 2015. A special session was dedicated to their presentations, which were evaluated by a jury. There were also about twenty student presentations that were evaluated by the same jury. During the closing ceremony of the conference, prizes and certificates were awarded to young scientists and students. Three cash prizes of 300 Euros, 200 Euros, and 100 Euros were awarded to the three best student papers, as well as to the three best presentations by Young Scientists.

Following the success of the three editions of the RADIO international conferences, all organized in Mauritius, the local organizing committee is considering holding the next edition of the conference at Réunion Island, in 2016.

Vikass Monebhurrun
General Chair, IEEE RADIO 2015
E-mail: vikass.monebhurrun@centralesupelec.fr

Figure 1. The opening ceremony (l-r): Her Excellency, Dr. Ameenah Gurib-Fakim, President of the Republic of Mauritius, Prof. Vikass Monebhurrun, General Chair of IEEE RADIO 2015, and Prof. Tapan Sarkar, Past-President of IEEE AP-S.

Figure 2. The Monday morning session.
The James Clerk Maxwell Foundation

The James Clerk Maxwell Foundation is a nonprofit foundation with two purposes, as stated on its Web site:

1. To promote, encourage, and advance the study of, research into, and the dissemination of knowledge of and relating to physics, chemistry and physical chemistry in all their aspects and in particular, but without prejudice to the foregoing generality, colloids and interfaces.

2. To commemorate, by publishing or contributing towards or promoting the publication in any way (but not with a view to profit) of scientific or educational books, films, papers, essays, monographs and/or lectures on or relating to physics and chemistry or any aspect thereof, the said James Clerk Maxwell and any other person or persons who may in the opinion of the Trustees have contributed significantly to the advancement of physics or chemistry.

The foundation is located in and owns the birthplace home of James Clerk Maxwell, in Edinburgh, Scotland. Its Web site is at http://www.clerkmaxwellfoundation.org. The foundation publishes a newsletter, containing interesting historical articles about Maxwell and his work. Current and past issues of the newsletter are available from the Web site. Radio scientists interested in receiving e-mail notification when a new issue of the newsletter is available can contact the foundation via its Web site. The foundation also arranges tours of Maxwell’s birthplace by appointment.
The US National Committee (USNC) of URSI held its National Radio Science Meeting January 6-9, 2016, in Boulder, Colorado, USA. The Ernest K. Smith Student Paper Competition is organized at each National Radio Science Meeting. Papers are reviewed by representatives of the 10 USNC-URSI Commissions, and the top three authors are invited to present their research at a special plenary session. The 2016 winners were as follows (there was a tie for second place):

First Prize: “Experimental Validation of Mode Dominance Reversal in Novel Slow Wave Structure for High Power Backward Wave Oscillators” (Commission B) by Ushemadzoro Chipengo (Figure 1) and John L. Volakis (advisor), ElectroScience Laboratory, Department of Electrical and Computer Engineering, The Ohio State University, Columbus, OH

Second Prize: “Modification of the Lower Ionospheric Conductivity by Thunderstorm Electrostatic Fields” (Commission H) by Mohammad A. Salem (Figure 2), Ningyu Liu (advisor), and Hamid K. Rassoul Geospace Physics Laboratory, Department of Physics and Space Sciences, Florida Institute of Technology, Melbourne, FL

Second Prize: “A Novel Array with 6:1 Bandwidth and 70° Scanning Using FSS Superstrate” (Commission B) by Ersin Yetisir (Figure 3), Nima Ghalichechian, and John L. Volakis (advisor), ElectroScience Laboratory, Department of Electrical and Computer Engineering, The Ohio State University, Columbus, OH

A group photo of the winners, their advisors, and USNC-URSI organizers is shown in Figure 4.
<table>
<thead>
<tr>
<th>Month</th>
<th>Conference Name</th>
<th>Location/Details</th>
</tr>
</thead>
</table>
| December   | ICMARS 2015                                                                      | 11th International Conference on Microwaves Antenna Propagation & Remote Sensing  
Jodhpur, Rajasthan, India, 15-17 December 2015  
Contact: Contact: Prof. O.P.N. Calla, ICRS, Plot No 1,  
Rano ji Ka Bagh, Khokhariya Bera, Nayapura, Mandore,  
Jodhpur 342304 Rajasthan, India, Fax +91 291-257 1390  
http://www.icmars.org |
| April      | EuCAP 2016                                                                      | European Conference on Antennas and Propagation 2016  
Davos, Switzerland, 10 - 15 April 2016  
Contact: Prof. Juan R. Mosig, LEMA – EPFL, École Polytechnique Fédérale de Lausanne, Lausanne, Switzerland, E-mail juan.mosig@epfl.ch  
http://www.eucap2016.org |
| May        | CROWNCOM 2016                                                                   | 11th International Conference on Cognitive Radio Oriented Wireless Networks and Communications  
Grenoble, France, 30 May - 1 June 2016  
Contact: Prof. Jacques Palicot, SUPELEC/IETR, Avenue de la Boulaie, CS 47601 F35576 Cesson-Sévigné, France,  
E-mail: jacques.palicot@centralesupelec.fr  
http://crowncom.org/2016 |
| June       | EUSAR 2016 - European Conference on Synthetic Aperture Radar 2016               | Hamburg, Germany, 6-9 June 2016  
Contact: EUSAR 2016 Conference Office c/o VDE, Ms. Hatische Altintas, Stresennanglee 15, D-60596 Frankfurt, Germany  
Fax: +496996315213, E-Mail: Hatische.altintas@vde.com  
http://www.eusar.de |
|            | MetroAeroSpace 2016                                                             | 3rd IEEE International Workshop on Metrology for Aerospace  
Firenze, Italy, 22-23 June 2016  
Contact: Contact: L. Ciani, Univ. of Florence, Dept of Information Engineering, via di S. Marta 3, 50139 Florence, Italy, E-mail: lorenzo.ciani@unifi.it and L. De Vito, Univ. |
|            |                                                                                | of Sannio, Dept of Engineering, 82100 Benevento, Italy,  
E-mail: devito@unisannio.it  
http://lesim1.ing.unisannio.it |
| July       | COSPAR 2016                                                                      | 41st Scientific Assembly of the Committee on Space Research (COSPAR) and Associated Events  
Istanbul, Turkey, 30 July – 7 August 2016  
Contact: COSPAR Secretariat, 2 place Maurice Quentin,  
75039 Paris Cedex 01, France, Tel: +33 1 44 76 75 10,  
Fax: +33 1 44 76 74 37, E-mail: cospar@cosparhq.cnes.fr  
https://www.cospar-assembly.org/ |
| August     | EMTS 2016                                                                        | 2016 URSI Commission B International Symposium on Electromagnetic Theory  
Espoo, Finland, 14-18 August 2016  
Contact: Prof. Ari Sihvola, Aalto University, School of Electrical Engineering, Department of Radio Science and Engineering, Box 13000, FI-00076 AALTO, Finland, E-mail: ari.sihvola@aalto.fi |
|            | HF13                                                                            | Nordic HF Conference with Longwave Symposium LW 13  
Faro, Sweden (north of Gotland in the Baltic Sea), 15-17 August 2016  
Contact: Carl-Henrik Walde, Tornvägen 7, SE-183 52 Taby, Sweden, tel +46 8 7566160 (manual fax switch, E-mail info@walde.se  
http://www.ursi.org/img/website24x24.jpg |
|            | AP-RASC 2016                                                                     | 2016 URSI Asia-Pacific Radio Science Conference  
Seoul, Korea, 21 - 25 August 2016  
Contact: URSI AP-RASC 2016 Secretariat, Genicom Co Ltd, 2F 927 Tannip-dong, Yuseong-gu, Daejeon, Korea  
305-510, Fax.: +82-42-472-7459, E-mail: secretariat@aprasc2016.org  
http://www.ursi.org/img/website24x24.jpg |
| September  | ICEAA 2016                                                                       | Eighteenth edition of the International Conference on Electromagnetics in Advanced Applications  
Cairns, Australia, 19-23 September 2016  
Contact: Prof. Guido Lombardi, Politecnico di Torino,
Metamaterials 2016
10th International Congress on Advanced Electromagnetic Materials in Microwaves and Optics
Chania, Greece, 19-22 September 2016
Contact: http://congress2016.metamorphose-vi.org/
http://congress2016.metamorphose-vi.org

VERSIM 2016
VLF/ELF Remote Sensing of Ionospheres and Magnetospheres Workgroup
Hermanus, Western Cape, South Africa, 19-23 September 2016
Contact: VERSIM@sansa.org.za
http://events.sansa.org.za/versim-information

October 2016

RFI 2016
Radio Frequency Interference 2016
Socorro, NM, USA, 10-13 October 2016
Contact: Prof. Willem Baan, Asserweg 45, NL-9411 LP Beilen, The Netherlands, E-mail: baan@astron.nl
(website in preparation)

RADIO 2016
IEEE Radio and Antenna Days of the Indian Ocean 2016
Réunion Island, 10-13 October 2016
Contact: radio2016@radiosociety.org
http://www.radiosociety.org/radio2016/

ISAP 2016
2016 International Symposium on Antennas and Propagation
Okinawa, Japan, 24-28 October 2016
Contact: Prof. Toru Uno, Tokyo Univ. of Agriculture & Technology, Dept. of Electrical and Electronic Engineering, 2-24-16 Nakamachi, Koganei 184-8588, Japan, Fax +81 42-388 7146, E-mail: uno@cc.tuat.ac.jp
http://isap2016.org/

August 2017

URSI GASS 2017
XXXIInd URSI General Assembly and Scientific Symposium
Montreal, Canada, 19-26 August 2017
Contact: URSI Secretariat, c/o INTEC, Sint-Pietersnieuwstraat 41, 9000 Gent, Belgium, E-mail info@ursi.org

May 2019

EMTS 2019
2019 URSI Commission B International Symposium on Electromagnetic Theory
San Diego, CA, USA, 27-31 May 2019
Contact: Prof. Sembiam R. Rengarajan, California State University, Northridge, CA, USA, Fax +1 818 677 7062, E-mail: srengarajan@csun.edu

URSI cannot be held responsible for any errors contained in this list of meetings
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</table>

### April 2017

<table>
<thead>
<tr>
<th>S M T W T F S</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>15</td>
</tr>
<tr>
<td>22</td>
</tr>
<tr>
<td>29</td>
</tr>
</tbody>
</table>

### December 2017

<table>
<thead>
<tr>
<th>S M T W T F S</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>15</td>
</tr>
<tr>
<td>22</td>
</tr>
<tr>
<td>29</td>
</tr>
</tbody>
</table>

---

12. Regular World Day (RWD)

13. Priority Regular World Day (PRWD)

10. Quarterly World Day (QWD)
   also a PRWD and RWD

6. Regular Geophysical Day (RGD)
   World Geophysical Interval (WGI)
   + Incoherent Scatter Coordinated Observation Day
   (The period March 5-19 is a Meridian Circle Alert interval. During this time all radars will operate for the same five days continuously. The precise timing of the 5 day interval will be based on predictions of magnetic disturbances.)

11. * Dark Moon Geophysical Day (DMGD)

---

---
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This Calendar continues the series begun for the IGY years 1957-58, and is issued annually to recommend dates for solar and geophysical observations, which cannot be carried out continuously. Thus, the amount of observational data in existence tends to be larger on Calendar days. The recommendations on data reduction and especially the flow of data to World Data Centers (WDCs) in many instances emphasize Calendar days. The Calendar is prepared by the International Space Environment Service (ISES) with the advice of spokesmen for the various scientific disciplines.

The Calendar provides links to many international programs, giving an opportunity for scientists to become involved with data monitoring and research efforts. International scientists are encouraged to contact key people and to join the worldwide community effort to understand the Sun-Earth environment.

The definitions of the designated days remain as described on previous Calendars. Universal Time (UT) is the standard time for all world days. Regular Geophysical Days (RGD) are each Wednesday. Regular World Days (RWD) are three consecutive days each month (always Tuesday, Wednesday and Thursday near the middle of the month). Priority Regular World Days (PRWD) are the RWD which fall on Wednesdays. World Geophysical Intervals (WGI) are 14 consecutive days in each season, beginning on Monday of the selected month, and normally shift from year to year. In 2016 the WGI are February, May, August, and November. Quarterly World Days (QWD) are one day each quarter and are the PRWD which fall in the WGI. The 2016 FINAL Calendar is available in PDF format.

2016 Solar Eclipses:
A total solar eclipse will sweep across western and northern Indonesia and into the Pacific on 9 March 2016, and an annular solar eclipse will cross Africa from Gabon to Tanzania to Madagascar, and on to the island of Réunion on 1 September 2016. Maps are accessible through http://www.eclipse-sun.org, the site for the International Astronomical Union’s Working Group on Eclipses.

a. 09 March 2016. The total eclipse path crosses the Indonesian Islands of Sumatra, Borneo, Sulawesi, Ternate, and then onward into the Pacific, where mid-eclipse occurs with a maximum totality of 4 m 9 s. Cloudiness statistics based on past satellite data are available at http://eclipse-sun.org. On Ternate, at an altitude of about 47°, there is a maximum totality of 2 m 45 s, with the centerline farther south of about 3 m 15 s. Partial phases will be visible at sunrise in eastern India and southeastern Asia northward through most of China. Northern Australia will have about 60% coverage, with the northwestern two-thirds of Australia in the partial-eclipse zone. Hawaii will have over 60% of the Sun’s diameter covered, with 70% partial eclipse in Honolulu in the late afternoon, about an hour before sunset.

Map of total solar eclipse 09 March 2016 (by Fred Espenak)

b. 01 September 2016. The 97% (of the solar diameter) annular path (94% of the area) crosses Africa from Gabon through Congo and DR Congo through southern Tanzania to northern Mozambique and northern Madagascar, and on to the French island of Réunion. All of Africa except for the Mediterranean coast and inland regions will have a partial eclipse, with 26% of the solar diameter covered in Cape Town, South Africa. The peak duration of annularity, in southern Tanzania, will be 3 m 6 s, with a possible subtraction of about 15 s for Baily’s beads. Calculations show about 2 m 51 s in southern Réunion, with a possible subtraction of about 15 s for Baily’s beads.

Map of partial solar eclipse 01 September 2016 (by Fred Espenak)

Interactive Google map of total solar eclipse 09 March 2016 (by Xavier Jubier)

Interactive Google map of partial solar eclipse 01 September 2016 (by Xavier Jubier)


Eclipse References:
- Pasachoff website linking much eclipse reference material: http://eclipses.info
2016 Meteor Showers
(Selected from data compiled by Jürgen Rendtel for the International Meteor Organization Shower Calendar):

a. Meteor outbursts are unusual showers (often of short duration) from the crossing of relatively recent comet ejecta. Dates are for the year 2016.
   - 21 April (Comet P/2009/WX5): Possibility of activity at 02:02 UT.
   - 12 September (ε-Eridanids): Possible outburst around 17:30 UT.
   - 05 October: Possibility of outbursts for the October 5/6 meteors, sometimes called the October Camelopardalids, around 05 October 2016 14:45 UT.

b. Annual meteor showers liable to have geophysical effects: Dates (based on UT in year 2016) are:

<table>
<thead>
<tr>
<th>Dates, Peak Time (UT), Name</th>
<th>Dates, Peak Time (UT), Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dec 28-January, 12Jan 04, 08:00, Quadrantids (QUA)</td>
<td>Dec 04-Dec 17, Dec 14, Geminids (GEM)</td>
</tr>
<tr>
<td>July 12-August 23, July 30 (possibly July 28-30)</td>
<td>Nov 05-09, November 21, α-Centaurids (ACE)</td>
</tr>
<tr>
<td>Dec 17-Dec 26, Dec 22, 09:00, Ursids (URS)</td>
<td>Dec 04-Dec 17, Dec 14, Geminids (GEM)</td>
</tr>
<tr>
<td>Apr 19-May 28, May 05, 20:00, η-Aquarids (ETA)</td>
<td>Dec 17-Dec 26, Dec 22, 09:00, Ursids (URS)</td>
</tr>
<tr>
<td>May 14-June 24, June 07, Daytime Arietids (ARI)</td>
<td>Quadrantids (QUA): Model calculations of Jérémie Vaubaillon indicate the peak may occur earlier with a maximum between January 3, 22 UT and January 4, 02 UT.</td>
</tr>
<tr>
<td>May 20-July 05, June 09, Daytime ζ-Perseids (ZPE)</td>
<td>α-Centaurids (ACE): IMO observations found the timing of the mean of &quot;traditional&quot; broad maximum varied between August 12 08 UT to 22 UT. Mikhail Maslov and Esko Lyytinen indicate we will cross a part of the stream already on August 11 22:34 UT with brighter meteors expected at 23:23 UT. Jérémie Vaubaillon anticipates the densest part of the stream will be crossed August 12 between 00 UT and 04 UT, well before the broad nodal maximum.</td>
</tr>
<tr>
<td>June 05-July 17, June 28, Daytime β-Taurids (BTA)</td>
<td>Daytime Arietids (ARI) and Daytime ζ-Perseids (ZPE): Shower maxima dates are not well established and may occur up to a day later than indicated.</td>
</tr>
<tr>
<td>July 12-August 23, July 30 (possibly July 28-30)</td>
<td>Ursids (URS): No unusually strong activity has been forecast, although modelling by Jérémie Vaubaillon suggests a possibility of weak activity December 22/23 (more likely) and 23/24, close to 00 UT each night.</td>
</tr>
<tr>
<td>May 20-July 05, June 09, Daytime ζ-Perseids (ZPE)</td>
<td>α-Centaurids (ACE): IMO observations found the timing of the mean of &quot;traditional&quot; broad maximum varied between August 12 08 UT to 22 UT. Mikhail Maslov and Esko Lyytinen indicate we will cross a part of the stream already on August 11 22:34 UT with brighter meteors expected at 23:23 UT. Jérémie Vaubaillon anticipates the densest part of the stream will be crossed August 12 between 00 UT and 04 UT, well before the broad nodal maximum.</td>
</tr>
<tr>
<td>June 05-July 17, June 28, Daytime β-Taurids (BTA)</td>
<td>Daytime Arietids (ARI) and Daytime ζ-Perseids (ZPE): Shower maxima dates are not well established and may occur up to a day later than indicated.</td>
</tr>
<tr>
<td>July 12-August 23, July 30 (possibly July 28-30)</td>
<td>Ursids (URS): No unusually strong activity has been forecast, although modelling by Jérémie Vaubaillon suggests a possibility of weak activity December 22/23 (more likely) and 23/24, close to 00 UT each night.</td>
</tr>
</tbody>
</table>

\[c. Annual\ meteor\ showers\ which\ may\ have\ geophysical\ effects:\] Dates (based on UT in year 2016) are:

<table>
<thead>
<tr>
<th>Dates, Peak Time (UT), Name</th>
<th>Dates, Peak Time (UT), Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>April 15-April 28, April 23, π-Puppids (PPU)</td>
<td>Aug 28-Sept 05, Aug 31, 19:00, α-Aurigids (AUR)</td>
</tr>
<tr>
<td>June 22-July 02, June 27 03:00, June Boötids (JBO)</td>
<td>Sept 05-Sept 21, Sept 09, 04:00 Sept, ζ-Perseids (ZPE)</td>
</tr>
<tr>
<td>Aug 28-Sept 05, Aug 31, 19:00, α-Aurigids (AUR)</td>
<td>Oct 06-Oct 10, October 08, Draconids (DRA)</td>
</tr>
<tr>
<td>June Boötids (JBO): Some June Boötids may be visible in most years around June 20-25, but with activity largely negligible except near June 23, 2016. Particles which may encounter the Earth are expected to be small and will not produce visual activity, although radar may detect signs of the trail.</td>
<td></td>
</tr>
</tbody>
</table>

\[Metropolitan\ Shower\ Websites:\]  
- Shower activity near-real time reports -- International Meteor Organization
- Meteor shower activity forecast from your own location -- Meteor Shower Flux Estimator
- Shower names and data -- IAU Meteor Data Center
- Announcements and reports of meteor outbursts -- IAU Minor Planet Center
- Shower outburst activity forecast -- Institut de Mecanique celeste et de calcul des ephemerides (IMCCE)

\[Meteor\ Shower\ References:\]  
- A Comprehensive List of Meteor Showers Obtained from 10 Years of Observations with the IMO Video Meteor Network, by Sirko Molau and Jürgen Rendtel (WGN, the Journal of the IMO 37:4, 2009, pp. 98-121).

\[Real\ Time\ Space\ Weather\ and\ Earth\ Effects:\]  
The occurrence of unusual solar or geophysical conditions is announced or forecast by ISES through various types of geophysical “Alerts” (which are widely distributed via the internet on a current schedule). Stratospheric warmings (STRATWARM) were also designated for many years. The meteorological telecommunications network coordinated by the World Meteorological Organization (WMO) carries these worldwide Alerts once daily soon after 0400 UT. For definitions of Alerts see ISES URSigram Codes.

RECOMMENDED SCIENTIFIC PROGRAMS (FINAL EDITION)
(The following material was reviewed in 2015 by the ISES committee with the advice of representatives from the various scientific disciplines and programs represented as suitable for coordinated geophysical programs in 2016.)
Airglow and Aurora Phenomena.
Airglow and auroral observatories operate with their full capacity around the New Moon periods. However, for progress in understanding the mechanism of many phenomena, such as low latitude aurora, the coordinated use of all available techniques, optical and radio, from the ground and in space is required. Thus, for the airglow and aurora 7-day periods on the Calendar, ionosonde, incoherent scatter, special satellite or balloon observations, etc., are especially encouraged. Periods of approximately one weeks’ duration centered on the New Moon are proposed for high resolution of ionospheric, auroral and magnetospheric observations at high latitudes during northern winter.

Atmospheric Electricity.
Non-continuous measurements and data reduction for continuous measurements of atmospheric electric current density, field, conductivities, space charges, ion number densities, ionosphere potentials, condensation nuclei, etc.; both at ground as well as with radiosondes, aircraft, rockets; should be done with first priority on the RGD each Wednesday, beginning on 06 January 2016 at 0000 UT, 13 January at 0600 UT, 20 January at 1200 UT, 27 January at 1800 UT, etc. (beginning hour shifts six hours each week, but is always on Wednesday). Minimum program is at the same time on PRWD beginning with 13 January at 1200 UT. Data reduction for continuous measurements should be extended, if possible, to cover at least the full RGD including, in addition, at least 6 hours prior to indicated beginning time. Measurements prohibited by bad weather should be done 24 hours later. Results on sferics and ELF are wanted with first priority for the same hours, short-period measurements centered around minutes 35-50 of the hours indicated. Priority Weeks are the weeks that contain a PRWD; minimum priority weeks are the ones with a QWD. The World Data Centre for Atmospheric Electricity, 7 Karbyusheva, St. Petersburg 194018, USSR, is the collection point for data and information on measurements.

Geomagnetic Phenomena.
It has always been a leading principle for geomagnetic observatories that operations should be as continuous as possible and the great majority of stations undertake the same program without regard to the Calendar. Stations equipped for making magnetic observations, but which cannot carry out such observations and reductions on a continuous schedule are encouraged to carry out such work at least on RWD (and during times of MAGSTORM Alert).

Ionospheric Phenomena.
Special attention is continuing on particular events that cannot be forecast in advance with reasonable certainty. The importance of obtaining full observational coverage is therefore stressed even if it is only possible to analyze the detailed data for the chosen events. In the case of vertical incidence sounding, the need to obtain quarter-hourly ionograms at as many stations as possible is particularly stressed and takes priority over recommendation (a) below when both are not practical.

For the vertical incidence (VI) sounding program, the summary recommendations are:

a. All stations should make soundings on the hour and every quarter hour;
b. On RWDs, ionogram soundings should be made at least every quarter hour and preferably every five minutes or more frequently, particularly at high latitudes;
c. All stations are encouraged to make f-plots on RWDs; f-plots should be made for high latitude stations, and for so-called “representative” stations at lower latitudes for all days (i.e., including RWDs and WGIs) (Continuous records of ionospheric parameters are acceptable in place of f-plots at temperate and low latitude stations);
d. Copies of all ionogram scaled parameters, in digital form if possible, be sent to WDCs;
e. Stations in the eclipse zone and its conjugate area should take continuous observations on solar eclipse days and special observations on adjacent days. See also recommendations under Airglow and Aurora Phenomena.

For the incoherent scatter observation program, every effort should be made to obtain measurements at least on the Incoherent Scatter Coordinated Observation Days, and intensive series should be attempted whenever possible in WGIs, on Dark Moon Geophysical Days (DMGD) or the Airglow and Aurora Periods. The need for collateral VI observations with not more than quarter-hourly spacing at least during all observation periods is stressed.

Special programs include:
- Day-night connection by localised flow channels: Coordination with HelioPhysics System Observatory campaign: 20160105-20160111
  Key objectives:
  To determine structure of fast flow channels forming on the dayside cusp region and their propagation across the polar cap toward the nightside auroral oval
  To determine impact of fast flow channels on global plasma circulation processes, including magnetic reconnection, flux transfer events, plasma sheet flow bursts, and subauroral polarization streams
  Background condition: To take advantage of THEMIS-MMS conjunctions during dark-sky conditions, the proposed runs should be performed during January 5-15, 2016.
  Primary parameters to measure: F-region (150-800 km altitude) key parameters including Ne, Te, Ti and Vi at highest time resolution. For AMISR, the THEMIS-mode beam pattern is requested for obtaining wide FOV and dense coverage. For Sondestrom and ESR a combination of fast azimuth scans and elevation scans are preferred, and EISCAT VHF and UHF are suggested to run a combination of vertical and low elevation north modes but these are negotiable. For Millstone Hill, azimuth scans at low elevation for SAPS measurements are requested. Jicamarca and Arecibo will measure penetration electric fields.
  Need for simultaneous data: In early 2016, MMS

100
and THEMIS will be on the dayside and nightside, respectively, for measuring disturbances related to reconnections for the first time. Ground-based observations are essential for connecting day and night processes as well as providing 2-D perspective of flow structures, because such processes are expected to have flow channels around the cusp propagating deep into the polar cap associated with PMAFs and polar cap patches, and occasionally leading to nightside auroral intensifications. In addition, flows in the nightside plasma sheet penetrate to lower L-shells and can be measured as enhanced electric fields by mid-equatorial radars. We therefore need all radars to be operating at the same time.

**Principal investigator:** Toshi Nishimura, University of California, Los Angeles (toshi@atmos.ucla.edu)

**Co-investigators:** Vassilis Angelopoulos, Larry Lyons, Mike Nicolls, J. Mike Ruohoniemi, Eric Donovan, Emma Spanswick, Joran Moen, Lasse Clausen, Kjellmer Oksavik, Joshua Semeter, Marilia Samara, Robert Michell, Donald Hampton, David Knudsen, Kazuo Shiokawa

- **Gravity wave propagation in the mesosphere and thermosphere:** 20160205-20160209

**Key objectives:**
- To measure the electron density and temperature profiles in the mesosphere and thermosphere during the German GW-LCYCLE cycle
- To extract gravity wave parameters in the mesosphere and thermosphere for comparison with lower atmosphere and SuperDARN observations

**Background condition:** Quiet geomagnetic conditions are preferred to improve the ability to extract gravity wave parameters from waves forced from the lower atmosphere, either by direct propagation or secondary generation. Clear skies are preferred to allow optical support.

**Primary parameters to measure:** Local near vertical profiles of Ne, Te and Vi from the mesosphere to the F-region with high time resolution.

**Need for simultaneous data:** An opportunity to examine the large scale gravity wave field at various longitudes.

**Principal investigator:** Andrew Kavanagh, British Antarctic Survey, Cambridge, UK (andkav@bas.ac.uk)

**Co-investigators:** Tracy Moffat-Griffin (BAS); Adrian Grocott (Lancaster University); Lisa Baddeley (UNIS); Dag Lorentzen (UNIS), Noora Partamies (UNIS)

- **Meridian Circle (MERINO):** 20160305-20160319 (five day run in 15 day alert period)

**Key objectives:**
- Collect synthesized upper atmosphere data along a complete meridian circle, for investigation of geospace processes associated with space weather
- To determine latitudinal variations and their east-west hemispheric differences during solar storms

**Background condition:** The aim is to run during a magnetic storm, with a five-day continuous observation providing both storm conditions and a quiet-time reference. The exact dates will be selected about three days before the start of the campaign, based on predictions of magnetic activity. If no major disturbances are anticipated, the campaign period will be selected on the basis of recurrent magnetic activity.

**Primary parameters to measure:** Synoptic modes for mid and low latitude radars; Low elevation AZ scans + regional mode for Millstone Hill. Convection measurements for high-latitude radars.

**Need for simultaneous data:** The coordinated observing project involves ISR World Day participants as well as the Chinese Meridian Circle project facilities. This major Chinese project provides comprehensive ground-based space weather observing in the Eastern Hemisphere, in particular along the 120E longitude, where 15 observatories, including an ISR, distributed from northern China to the South Pole, are established. They are equipped with, among other instruments, ionospheric radio sensors (digisondes, GPS receivers, MF radars, coherent radars, etc) and optical sensors (Lidars, FPIs, all-sky imagers). For this campaign, intensive observational modes will be adopted for most of the instruments.

**Principal investigator:** Shunrong Zhang, MIT Haystack Observatory, USA (shunrong@haystack.mit.edu)

**Co-investigators:** Guotao Yang and Zhaohui Huang (National Space Science Center, China); John Foster (MIT Haystack Observatory, USA)

**Time:** Five days in the alert period from 5-19 March. Shunrong will be responsible for issuing the alert notice, which will be around three days in advance of the experiment start.

- **Development of decameter-scale field-aligned irregularities following sudden changes in the drift direction of polar cap patches:** 20161128-20161202

**Key objectives:**
- To measure the growth rate of decameter-scale field-aligned irregularities associated with polar cap patches
- To evaluate the theory of gradient drift instability in the polar cap, and to assess its role as a source of HF coherent backscatter
- To study the effect of sudden convection flow change on the development of decameter-scale field-aligned irregularities associated with polar cap patches
- To investigate the effect of sudden flow change on the rotation and density distribution of a polar cap patch
- To study the time history of the irregularities by tracking a patch through multiple ISR and HF radar fields of view (FOVs)

**Background condition:** We wish to run during and near new moon periods in the winter season for optimal optical conditions, during any geomagnetic conditions. Since we hope to observe patches as they evolve during their transport across the polar cap, the most favorable time of observations would be between 04 UT and 18 UT, since during this time frame, assuming a southward IMF configuration, the likelihood of patches drifting over several ISRs is highest.

**Primary parameters to measure:** Horizontal profiles of the F-region electron density, ion-drifts and electric fields...
fields, ion and electron temperatures. For specific radar modes we suggest running horizontal scans towards north for EISCAT UHF and ESR, the composite scan mode for Sondrestrom, a 6 × 7 beam grid mode for RISR-N (as used during the ‘optics’ mode in Feb 2012) and RISR-C and the 11 × 11 Semeter Nov 2007 beam mode for PFISR.

Need for simultaneous data: Our objectives require us to monitor the time history of the patches as they traverse multiple local time sectors in the high latitude region, which is only possible using several ISRs.

Principal investigator: Hanna Dahlgren, KTH Royal Institute of Technology, Stockholm, Sweden (hannad@kth.se); Gareth Perry, University of Calgary, Canada (perry@phys.ucalgary.ca)

Co-investigators: Joshua Semeter, Boston University, USA (jls@bu.edu)
- AO -- Arecibo Observatory
- JRO -- Jicamarca Radio Observatory.

Special programs: Ian McCrea, Rutherford Appleton Laboratory, UK; tel:+44(0)1235 44 6513; Fax:+44(0)1235 44 5848; email: ian.mccrea@stfc.ac.uk, chair of URSI ISWG (Commission G). See the Incoherent Scatter Coordinated Observation Days (URSI-ISWG) webpage for complete 2015 definitions.

For the ionospheric drift or wind measurement by the various radio techniques, observations are recommended to be concentrated on the weeks including RWDs.

For travelling ionosphere disturbances, propose special periods for coordinated measurements of gravity waves induced by magnetospheric activity, probably on selected PRWDs and RWDs.

For the ionospheric absorption program half-hourly observations are made at least on all RWDs and half-hourly tabulations sent to WDCs. Observations should be continuous on solar eclipse days for stations in the eclipse zone and in its conjugate area. Special efforts should be made to obtain daily absorption measurements at temperate latitude stations during the period of Absorption Winter Anomaly, particularly on days of abnormally high or abnormally low absorption (approximately October-March, Northern Hemisphere; April-September, Southern Hemisphere).

For back-scatter and forward scatter programs, observations should be made and analyzed at least on all RWDs.

For synoptic observations of mesospheric (D region) electron densities, several groups have agreed on using the RGD for the hours around noon.

For ELF noise measurements of earth-ionosphere cavity resonances any special effort should be concentrated during WGIs.

It is recommended that more intensive observations in all programs be considered on days of unusual meteor activity.

Meteorology.

Particular efforts should be made to carry out an intensified program on the RGD -- each Wednesday, UT. A desirable goal would be the scheduling of meteorological rocketsondes, ozone sondes and radiometer sondes on these days, together with maximum-altitude rawinsonde ascents at both 0000 and 1200 UT.

During WGI and STRATWARM Alert Intervals, intensified programs are also desirable, preferably by the implementation of RGD-type programs (see above) on Mondays and Fridays, as well as on Wednesdays.

Global Atmospheric Watch (GAW).

The World Meteorological Organization (WMO) Global Atmospheric Watch (GAW) integrates many monitoring and research activities involving measurement of atmospheric composition, and serves as an early warning system to detect further changes in atmospheric concentrations of greenhouse gases, changes in the ozone layer and in the long range transport of pollutants, including acidity and toxicity of rain as well as of atmospheric burden of aerosols (dirt and dust particles). Contact WMO, 7 bis avenue de la Paix, P.O. Box 2300, CH-1211 Geneva 2, Switzerland or wmo@wmo.int.

Solar Phenomena.

Observatories making specialized studies of solar phenomena, particularly using new or complex techniques, such that continuous observation or reporting is impractical, are requested to make special efforts to provide to WDCs data for solar eclipse days, RWDs and during PROTON/FLARE ALERTS. The attention of those recording solar noise spectra, solar magnetic fields and doing specialized optical studies is particularly drawn to this recommendation.

Variability of the Sun and Its Terrestrial Impact (VarSITI).

Program within the SCOSTEP (Scientific Committee on Solar-Terrestrial Physics): 2014-2018. The VarSITI program will strive for international collaboration in data analysis, modeling, and theory to understand how the solar variability affects Earth. The VarSITI program will have four scientific elements that address solar terrestrial problems keeping the current low solar activity as the common thread: SEE (Solar evolution and Extrema), MiniMax24/ISEST (International Study of Earth-affecting Solar Transients), SPECiMEN (Specification and Prediction of the Coupled Inner-Magnetospheric Environment), and ROSMIC (Role Of the Sun and the Middle atmosphere/thermosphere/ionosphere In Climate). Contact is Prof. Marianna Shepherd (mshepher@yorku.ca), President of SCOSTEP. Co-chairs are Katya Georgieva (SRTI, Bulgaria) and Kazuo Shiokawa (STEL, Japan).
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ILWS (International Living With a Star) International effort to stimulate, strengthen, and coordinate space research to understand the governing processes of the connected Sun-Earth System as an integrated entity. Contact info@ilwsonline.org.

ISWI (International Space Weather Initiative) -- a program of international cooperation to advance space weather science by a combination of instrument deployment, analysis and interpretation of space weather data from the deployed instruments in conjunction with space data, and communicate the results to the public and students. The goal of the ISWI is to develop the scientific insight necessary to understand the science, and to reconstruct and forecast near-Earth space weather. This includes instrumentation, data analysis, modelling, education, training, and public outreach. Contact Dr. N. Gopalswamy at nat.gopalswamy@nasa.gov.

Space Research, Interplanetary Phenomena, Cosmic Rays, Aeronomy. Experimenter should take into account that observational efforts in other disciplines tend to be intensified on the days marked on the Calendar, and schedule balloon and rocket experiments accordingly if there are no other geophysical reasons for choice. In particular it is desirable to make rocket measurements of ionospheric characteristics on the same day at as many locations as possible; where feasible, experimenters should endeavor to launch rockets to monitor at least normal conditions on the Quarterly World Days (QWDs) or on RWDS, since these are also days when there will be maximum support from ground observations. Also, special efforts should be made to assure recording of telemetry on QWDs and Airglow and Aurora Periods of experiments on satellites and of experiments on spacecraft in orbit around the Sun.

Meteor showers. Of particular interest are both predicted and unexpected showers from the encounter with recent dust ejecta of comets (meteor outbursts). The period of activity, level of activity, and magnitude distributions need to be determined in order to provide ground truth for comet dust ejection and meteoroid stream dynamics models. Individual orbits of meteoroids can also provide insight into the ejection circumstances. If a new (1 - 2 hour duration) shower is observed due to the crossing of the 1 - revolution dust trail of a (yet unknown) Earth threatening long-period comet, observers should pay particular attention to a correct determination of the radiant and time of peak activity in order to facilitate predictions of future encounters. Observations of meteor outbursts should be reported to the I.A.U. Minor Planet Center (mpc@cfar.harvard.edu) and International Meteor Organization (visual@imo.net). The activity curve, mean orbit, and particle size distribution of minor annual showers need to be characterised in order to understand their relationship to the dormant comets among near-Earth objects. Annual shower observations should be reported to national meteor organizations, or directly to the International Meteor Organization. Meteoroid orbits are collected by the IAU Meteor Data Center.

The International Space Environment Service (ISES) is a space weather service organization currently comprised of 17 Regional Warning Centers around the globe, 4 Associate Warning Centers, and one Collaborative Expert Center (European Space Agency). ISES is a Network Member of the International Council for Science World Data System (ICSU-WDS) and collaborates with the World Meteorological Organization (WMO) and other international organizations, including the Committee on Space Research (COSPAR), the International Union of Radio Science (URSI), and the International Union of Geodesy and Geophysics (IUGG). The mission of ISES is to improve, to coordinate, and to deliver operational space weather services. ISES is organized and operated for the benefit of the international space weather user community. ISES members share data and forecasts among the Regional Warning Centers (RWCs) and provide space weather services to users in their regions. The RWCs provide a broad range of services, including: forecasts, warnings, and alerts of solar, magnetospheric, and ionospheric conditions; extensive space environment data; customer-focused event analyses; and long-range predictions of the solar cycle. While each RWC concentrates on its own region, ISES serves as a forum to share data, to exchange and compare forecasts, to discuss user needs, and to identify the highest priorities for improving services.

ISES works in close cooperation with the World Meteorological Organization, recognizing the mutual interest in global data acquisition and information exchange, in common application sectors, and in understanding and predicting the coupled Earth-Sun environment. This Calendar for 2016 has been drawn up by Dr. R. A. D. Fiori of the ISES Steering Committee, in association with spokesmen for the various scientific disciplines in the Scientific Committee on Solar-Terrestrial Physics (SCOSTEP), the International Association of Geomagnetism and Aeronomy (IAGA), URSI and other ICSU organizations. Similar Calendars are issued annually beginning with the IGY, 1957-58, and are published in various widely available scientific publications. PDF versions of the past calendars are available online. Published for the International Council of Scientific Unions and with financial assistance of UNESCO for many years. Copies are available upon request to ISES Director, Dr. Terry Onsager, NOAA Space Weather Prediction Center, 325 Broadway, Boulder, CO, 80305, USA, telephone +1-303-497-5713, FAX +1-303-497-3645, e-mail Terry.Onsager@noaa.gov, or ISES Secretary for World Days, Dr. Robyn Fiori, Geomagnetic Laboratory, Natural Resources Canada, 2617 Anderson Road, Ottawa, Ontario, Canada, K1A 0E7, telephone +1-613-837-5137, e-mail robyn.fiori@canada.ca. Beginning with the 2008 Calendar, all calendars are available only in digital form.
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