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Editorial

Submit a Paper to the 
GASS!

The URSI XXXIth General Assembly 
and Scientific Symposium will be held August 
17-23, 2014, in Beijing, China (CIE). The call 
for papers appears in this issue, and everyone 
is welcome to submit a paper. The deadline 
for submission is February 15, 2014, and 
the Web site (http://www.chinaursigass.
com) is open for submissions now. There 
are also opportunities for support for Young 
Scientists. The US National Committee of URSI is again 
sponsoring a Student Paper Competition. This is going to 
be a historic meeting. I urge you to submit a paper, and to 
plan on attending.

Our Papers

MIMO (multiple-input multiple-output) radio systems 
have opened a new era in increased data communications 
throughput and in the ability to overcome propagation 
limitations. In his paper, Rodrigo de Lamare looks at the 
next major evolution of MIMO systems: massive MIMO 
systems, in which one or both ends of the communication 
link have very large numbers of antennas. The paper begins 
with an overview of MIMO networks, and explains the 
advantages of such architectures. The major ingredients for 
a massive MIMO network are then introduced, along with 
the signal-processing challenges involved in such networks. 
Several scenarios in which massive MIMO networks 
could be used are identified, including multibeam-satellite, 
cellular, and wireless local-area networks. The downlink 
and uplink signal-processing models for massive MIMO 
networks are presented and discussed. This leads to an in-
depth look at a number of signal-processing considerations 
for massive MIMO networks, for both the transmitting and 
receiving parts of a network. Two simulations of massive 
MIMO networks are described. The results demonstrated 
the relative performance of the various signal-processing 
techniques that were described. The paper concludes with 
a look at future trends in this area, and emerging topics for 
future research.

The efforts of Sana Salous in bringing us the contribution 
from Commission C are gratefully acknowledged.

The Spanish Symposium of URSI was held in Santiago 
de Compostela, Spain, September 11-13, 2013. The paper 
by Mitra Gilasgar, Antoni Barlabé, and Lluís Pradell won 
second place in the Young Scientist best paper contest 

held as part of the symposium, and we are 
fortunate to have this paper in this issue. Power 
amplifiers play a critical role in determining 
both the transmission performance and the 
battery lifetime of mobile devices. Achieving 
low distortion with high efficiency, while at the 
same time reducing the circuit complexity, is a 
challenge. The authors describe a new class-F 
power-amplifier design that achieves these 
goals over significant bandwidths for both the 
900  MHz and 1800  MHz bands. The paper 
begins with a review of the challenges associated 
with power amplifiers, and the advantages and 

challenges associated with class-F designs. The design of 
the amplifiers for the two frequency bands is introduced. 
The design uses a harmonic tuning structure that eliminates 
the need for an extra filtering section. This tuning structure 
also results in very low harmonic distortion. The fabrication 
of the amplifiers, and the measurements performed to verify 
their performance, are described. As an example, efficiencies 
higher than 60% over a bandwidth of 225 MHz, and higher 
than 70% over a bandwidth of 105 MHz, were obtained 
for the 900 MHz amplifier. The total harmonic distortion 
was around 1.2%.

The efforts of Francisco Ares in bringing us this paper 
are gratefully acknowledged.

Satellite radiometers measure the brightness 
temperature of the sea surface at multiple frequencies and 
with different polarizations. Simultaneously obtaining 
useful geophysical parameters, such as the sea-surface wind 
speed and the sea-surface temperature, from such data is 
a challenge. This is the topic of the paper by Debadatta 
Swain. The focus is on the use of a model based on an 
artificial neural network to simultaneously retrieve both 
these parameters from data from the radiometer on the 
IRS-P4 satellite, over the North Indian Ocean. The paper 
begins with a discussion of the challenges of doing this. The 
available data is described. For the case of the data used 
in this study, brightness-temperature measurements at four 
frequencies and two polarizations over a one-year period 
were used. Two methods for recovering the parameters 
were used, and compared with each other and with data 
obtained from sea buoys. One method was the artificial 
neural network, which is described. The second method, 
a multiple regression technique, is also explained. The 
training of the artificial neural network is described, along 
with the methods used to process and compare the data. The 
results are presented, compared, and discussed in detail. The 
artificial-neural-network approach was found to give better 
results than the more-commonly used multiple-regression 
technique. Methods for further improvement are discussed.
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The invited Commission C paper by Jacques Palicot, 
Honggang Zhang, and Christophe Moy looks at “green” 
radio: an approach to wireless communication networks in 
which at least the same importance as other performance 
measures is given to energy efficiency at the network and 
at the component levels, as well as to considerations of 
electromagnetic pollution. The reasons for considering 
green radio are explained, with an emphasis on the growth 
rates of wireless communications and the attendant issues 
caused by the associated energy consumption. Metrics for 
characterizing the energy-consumption aspects of radio 
networks are introduced and evaluated. These include 
such measures as the bit rate per Joule consumed, or the bit 
rate per unit of bandwidth per Joule consumed. A variety 
of tradeoffs among various aspects of communications 
efficiency, quality-of-service, and energy efficiency and 
power consumption are analyzed. Solutions to increase 
energy efficiency are explored, both at the network level 
and at the level of the components making up the network. 
The role of cognitive radio in making radio “green” is 
explained. This leads to the concept of cognitive green radio, 
which is explored in depth. The many open problems and 
technical challenges for cognitive green radio are analyzed, 
and approaches for possible solutions are presented. The 
issues of electromagnetic pollution and the reduction of 
electromagnetic radiation hazards are examined. The paper 
concludes with a look at the future of green radio.

The efforts of Sana Salous in bringing us this paper 
are gratefully acknowledged.

Our Other Contributions

Kristian Schlegel has brought us a review of a new 
book on electromagnetics. Guy Vandenbosch, who wrote the 

review, feels it is one of the best books on electrodynamics he 
has read. We have reports on the AFRICON 2013 conference 
and the OCOSS  2013 (Ocean and Coastal Observation 
Sensors and Observing Systems 2013) conference. We 
also have a report on a symposium in honor of the 100th 
birthday of an ionospheric research pioneer, Karl Rawer. 
Finally, we have the usual year-end information on the 
organization of URSI, and how to contact those who play 
such important roles in the organization. You’ll want to 
keep this issue available for reference.

Plan to Attend the GASS

I started this column by urging you to submit one or 
more papers to the URSI XXXIth General Assembly and 
Scientific Symposium to be held next August in Beijing. 
Please do consider submitting a paper, and definitely plan 
on attending. I have recently visited the venue, the Beijing 
Convention Center, and it is a very nice setting for the 
meeting. All of the sessions will be in a single building, and 
arranged in such a manner that it will be very easy to move 
between sessions. There are quite nice hotels immediately 
adjacent to where the sessions will be held. The whole 
convention center is in a park-like setting in the middle 
of one of the most rapidly growing and yet historically 
significant cities in the world. Plan some extra time for your 
visit: books have been written on all there is to see and do in 
this city! This will be the first time URSI has held a General 
Assembly in China (CIE). I’m sure you will find it to be 
a most outstanding and memorable experience. Please do 
start making your plans now. You won’t want to miss this!

As the year comes to an end, my very best wishes for 
most joyous holidays, and for a very happy, healthy, safe, 
and prosperous New Year.
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Union Radio Scientifique Internationale 
 

The XXXIst General Assembly and Scientific Symposium (GASS) of the International Union of Radio Science (Union 
Radio Scientifique Internationale: URSI) will be in Beijing. The XXXIst GASS will have a scientific program organized 
around the ten Commissions of URSI, including oral sessions, poster sessions, plenary and public lectures, and tutorials, 
with both invited and contributed papers. In addition, there will be workshops, short courses, special programs for Young 
Scientists, a student paper competition, programs for accompanying persons, and industrial exhibits. More than 1,500 
scientists from more than 50 countries are expected to participate. The detailed program, the link to the electronic 
submission site for papers, the registration form, the application for the Young Scientists program, and hotel information 
are available on the GASS Web site: http://www.chinaursigass.com.  Submission deadline: February 15, 2014. 
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AWARDS FOR YOUNG SCIENTISTS
CONDITIONS

A limited number of awards are available to assist young scientists from both developed and developing 
countries to attend the General Assembly and Scientific Symposium of URSI.

To qualify for an award the applicant:

1.	 must be less than 35 years old on September 1 of the year of the URSI General Assembly and 
Scientific Symposium;

2.	 should have a paper, of which he or she is the principal author, submitted and accepted for oral 
or poster presentation at a regular session of the General Assembly and Scientific Symposium.

Applicants should also be interested in promoting contacts between developed and developing 
countries. Applicants from all over the world are welcome, also from regions that do not (yet) belong 
to URSI. All successful applicants are expected to participate fully in the scientific activities of the 
General Assembly and Scientific Symposium. They will receive free registration, and financial support 
for board and lodging at the General Assembly and Scientific Symposium. Limited funds will also be 
available as a contribution to the travel costs of young scientists from developing countries.

The application needs to be done electronically by going to the same website used for the submission 
of abstracts/papers via http://www.chinaursigass.com/. The deadline for paper submission for the 
URSI GASS2014 in Beijing is 15 February 2014.

A web-based form will appear when applicants check “Young Scientist paper” at the time they submit 
their paper. All Young Scientists must submit their paper(s) and this application together with a CV 
and a list of publications in PDF format to the GA submission Web site.

Applications will be assessed by the URSI Young Scientist Committee taking account of the national 
ranking of the application and the technical evaluation of the abstract by the relevant URSI Commission. 
Awards will be announced on the URSI Web site in April 2014. 

For more information about URSI, the General Assembly and Scientific Symposium and the activities 
of URSI Commissions, please look at the URSI Web site at: http://www.ursi.org or the GASS 2014 
website at http://www.chinaursigass.com/ 

If you need more information concerning the Young Scientist Program, please contact:

The URSI Secretariat
c/o Ghent University / INTEC

Sint-Pietersnieuwstraat 41
B-9000 GENT

BELGIUM
fax: +32 9 264 42 88

E-mail: ingeursi@intec.ugent.be
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Massive MIMO Systems: Signal Processing 
Challenges and Future Trends

Rodrigo C. de Lamare

Centre for Telecommunications Studies (CETUC)
Pontifical Catholic University of Rio de Janeiro Gávea

22453-900, Rio de Janeiro, Brazil
Communications Research Group, Department of Electronics,

University of York,
York Y010 5DD, United Kingdom
E-mail: delamare@cetuc.puc-rio.br

Abstract

This article presents a tutorial on multi-user multiple-
antenna wireless systems with a very large number of 
antennas, known as massive multi-input multi-output 
(MIMO) systems. Signal-processing challenges and 
future trends in the area of massive MIMO systems are 
presented, and key application scenarios are detailed. A 
linear-algebra approach is considered for the description 
of the system and data models of massive MIMO 
architectures. The operational requirements of massive 
MIMO systems are discussed, along with their operation 
in time-division duplexing mode, resource allocation, and 
calibration requirements. In particular, transmitter and 
receiver processing algorithms are examined in light of 
the specific needs of massive MIMO systems. Simulation 
results illustrate the performance of transmitter and receiver 
processing algorithms under scenarios of interest. Key 
problems are discussed, and future trends in the area of 
massive MIMO systems are pointed out.

1. Introduction

Wireless networks are experiencing a very substantial 
increase in the amount of data delivered due to a number of 
emerging applications, which include machine-to-machine 
communications and video streaming [1-3]. This very large 
amount of data exchange is expected to continue and rise in 
the next decade or so, presenting a very significant challenge 
to designers of wireless communications systems. This 
constitutes a major problem, not only in terms of exploitation 
of available spectrum resources, but also regarding the 
energy efficiency in the transmission and processing of each 
information unit (bit), which has to substantially improve. 
The wireless Internet of the future (WIoF) will therefore 

have to rely on technologies that can offer a substantial 
increase in transmission capacity as measured in bits/Hz, 
but that do not require increased spectrum bandwidth or 
energy consumption.

Multiple-antenna or multi-input multi-output (MIMO) 
wireless communication devices that employ antenna 
arrays with a very large number of antenna elements are 
known as massive MIMO systems. They have the potential 
to overcome those challenges and deliver the required 
data rates, representing a key enabling technology for the 
wireless Internet of the future [4-6]. Among the devices 
of massive MIMO networks are user terminals, tablets, 
and base stations, which could be equipped with numbers 
of antenna elements that are orders of magnitude higher 
than current devices. Massive MIMO networks will be 
structured from the following key elements: antennas, 
electronic components, network architectures, protocols, 
and signal processing.

The first important ingredient of massive MIMO 
networks is antenna technology. This allows designers to 
assemble large antenna arrays with various requirements 
in terms of spacing of elements and geometries, reducing 
the number of required radio-frequency (RF) chains at the 
transmitting and the receiving ends, and their implementation 
costs [7-9]. In certain scenarios and deployments, the use of 
compact antennas with closely-spaced elements will be of 
great importance in equipping devices with a large number 
of antennas, but this will require techniques to mitigate 
the coupling effects, especially at the user terminals [10]. 
The second key area for innovation is that of electronic 
components and RF chains, where the use of low-cost 
amplifiers with output power in the milliwatt range will 
play an important role. Architectures such as the direct-
conversion radio (DCR) [11] are very attractive, due to 
their flexibility and ability to operate with several different 
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air interfaces, frequency bands, and waveforms. Existing 
peripherals, such as large coaxial cables and power-hungry 
circuits, will have to be replaced with low-energy solutions.

Another key element of massive MIMO networks is the 
network architecture. This will evolve from homogeneous 
cellular layouts to heterogeneous architectures that include 
small cells and the use of coordination between cells 
[12]. Since massive MIMO technology is likely to be 
incorporated into cellular and local-area networks in the 
future, the network architecture will necessitate special 
attention to how to manage the interference that is created 
[13], and measurement campaigns will be of fundamental 
importance [14-16]. The coordination of adjacent cells will 
be necessary, due to the current trend towards aggressive 
reuse factors for capacity reasons, which inevitably leads 
to increased levels of inter-cell interference and signaling. 
The need to accommodate multiple users while keeping the 
interference at an acceptable level will require significant 
work in scheduling and medium-access protocols.

The last ingredient of massive MIMO networks, 
and the main focus of this article, is signal processing. In 
particular, MIMO signal processing will play a crucial role 
in dealing with the impairments of the physical medium, and 
in providing cost-effective tools for processing information. 
Current state-of-the-art in MIMO signal processing 
requires a computational cost for transmitting and receiving 
processing that grows as a cubic or super-cubic function 
of the number of antennas, which is clearly not scalable 
with a large number of antenna elements. We advocate 
the need for simpler solutions for both transmitting and 
receiving processing tasks, which will require significant 
research efforts in the next years. Novel signal-processing 
strategies will have to be developed to deal with the 
problems associated with massive MIMO networks, such 
as computational complexity and its scalability, pilot 
contamination effects, RF impairments, coupling effects, 
and delay and calibration issues. Other key points for future 
massive MIMO technology are the application scenarios, 
which will become the main object of investigation in the 

coming years. Amongst the most important scenarios are 
multi-beam satellite networks, cellular systems beyond 
LTE-A [2], and local-area [3] networks.

This article is structured as follows. Section 2 reviews 
the system model, including both uplink and downlink, and 
discusses the application scenarios. Section 3 is dedicated 
to transmitting processing techniques, whereas Section 4 
concentrates on receiving processing. Section 5 discusses 
the results of some simulations, and Section  6 presents 
some open problems and suggestions for further work. The 
conclusions of this article are given in Section 7.

2. Application Scenarios and 
Signal Models

In this section, we discuss several application 
scenarios for multi-user massive MIMO systems, which 
include multibeam satellite systems, cellular, and local-area 
networks. Signal models based on elementary linear algebra 
are then presented to describe the information 

Figure 1. A multibeam satellite network.

Figure 2. A mobile cellular network.
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processing in both uplink and downlink transmissions. 
These models are based on the assumption of a narrowband 
signal transmission over flat fading channels, which can be 
easily generalized to broadband signal transmission with 
the use of multi-carrier systems.

2.1 Application Scenarios

Amongst the most promising application scenarios 
of multi-user massive MIMO techniques are multibeam 
satellite [17], cellular, and local-area networks. Multibeam 
satellite systems are perhaps the most natural scenario for 
massive MIMO because the number of antenna elements 
is above one hundred. The major benefit of satellite 
communications is that all users can be served within the 
coverage region at the same cost. In this context, the next 
generation of broadband satellite networks will employ 
multibeam techniques in which the coverage region is 
served by multiple spot beams intended for the users, 
which are shaped by the antenna feeds forming part of 
the payload [17], as depicted in Figure 1. A fundamental 
problem with the multibeam approach is the interference 
caused by multiple adjacent spot beams that share the same 
frequency band. This interference between spot beams 
must be mitigated by suitable signal-processing algorithms. 
Specifically, multi-user interference mitigation schemes, 
such as pre-coding or multi-user detection, can be jointly 
designed with the beamforming process at the gateway 
station. The interference mitigation must be applied to all 
the radiating signals, instead of directly to the user beams. 
In the downlink (also known as the forward link in the 
satellite-communications literature), the interference-
mitigation problem corresponds to designing transmitting 
processing or pre-coding strategies that require the channel-
state information (CSI). For the uplink (also known as the 
reverse link), the interference-mitigation problem can be 
addressed by the design of multi-user detectors.

The second highly-relevant scenario is that of mobile 
cellular networks beyond LTE-A [2], which is illustrated in 
Figure 2. In such networks, massive MIMO would play a key 
role with the deployment of hundreds of antenna elements 
at the base station, coordination among cells, and a more 
modest number of antenna elements at the user terminals. 
At the base station, very large antenna arrays could be 
deployed on the roof or on the façade of buildings. With 
further development in the area of compact antennas and 
techniques to mitigate mutual-coupling effects, it is likely 
that the number of antenna elements at the user terminals 
(mobile phones, tablets, and other gadgets) might also be 
significantly increased, from one to four elements in current 
terminals to 10 to 20 in future devices. In these networks, 
it is preferable to employ time-division-duplexing (TDD) 
mode to perform uplink channel estimation, and to obtain 
downlink channel-state information by reciprocity for signal 
processing at the transmitting side. This operational mode 
will require cost-effective calibration algorithms. Another 
critical requirement is the uplink channel estimation, which 

employs non-orthogonal pilots. Due to the existence of 
adjacent cells and the coherence time of the channel, this 
needs to reuse the pilots [18]. Pilot contamination occurs 
when channel-state information at the base station in one 
cell is affected by users from other cells. In particular, the 
uplink (or multiple-access channel) will need channel-
state information obtained by uplink channel estimation, 
efficient multi-user detection, and decoding algorithms. 
The downlink (also known as the broadcast channel) will 
require channel-state information obtained by reciprocity 
for transmitting processing, and the development of cost-
effective scheduling and pre-coding algorithms.

The third and last highly relevant scenario is 
represented by wireless local-area networks (WLANs) [3], 
which are shown in Figure 3. The deployment of WLANs 
has increased tremendously in the last few years, with the 
proliferation of hot spots and home users. These systems 
have adopted orthogonal frequency-division multiplexing 
(OFDM) for their air interface. They are equipped with 
numbers of antennas of up to eight at the access point, 
and up to four antennas at the user terminals [3]. Massive 
MIMO could play an important role in the incorporation 
of a substantial number of antenna elements at the access 
point, using compact antennas and planar array geometries 
to keep the size of the access point down to reasonable 
physical dimensions. The user terminals (laptops, tablets, 
and smart phones) could also rely on compact antennas to 
accommodate a substantial number of radiating elements. In 
the future, it is possible that the number of antenna elements 
at the user terminals will be significantly increased, from 
eight to over 100 elements at the access-point terminals, 
and from four to over 40 in future devices.

A key challenge in all the three scenarios is how to 
deal with a very large number of antenna elements and to 
develop cost-effective algorithms, resulting in excellent 
performance in terms of the metrics of interest, namely, 
bit-error rate (BER), sum-rate, and throughput. In what 
follows, signal models that can describe the processing 
and transmission will be detailed.

Figure 3. A wireless local-area network.
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2.2 Downlink Model

In our description, we consider a multi-user massive 
MIMO system with a number of antenna elements equal to 

AN  at the transmitter, which could be a satellite gateway, 
a base station of a cellular network, or an access point of 
a WLAN. The transmitter communicates with K users in 
the system, where each user is equipped with UN  antenna 
elements, and A UN KN> . It should be noted that in massive 
MIMO systems, it is desirable to have an excess of degrees 
of freedom [4], which means that AN  should exceed UKN  
by a significant margin, in order to leverage the array’s 
gain. At each time instant [i], the transmitter applies a 
pre-coder to the UKN  data vector [ ]is  intended for the K 
users. The UKN  data vector [ ]is  consists of the stacking 
of the 1UN ×  vectors [ ] [ ] [ ] [ ]{ },1 ,2 ,, , ..., 

U

T
k k k k Ni i i s is s=s  

of the K users. Each entry is a data symbol taken from a 
modulation constellation { }1 2, , , NA a a a= … , with zero 
mean and variance 2

sσ , where ( )T  denotes transpose. 
The 1AN ×  pre-coded data vector for user k is given 
by [ ] [ ]( )k ki i= sx P , where ( )P  is the mathematical 
mapping applied by the pre-coder, and this is then 
transmitted over flat-fading channels.

The received signal at each user after demodulation, 
matched filtering, and sampling is collected in an 1UN ×  
vector [ ] [ ] [ ] [ ]{ },1 ,2 ,, , ..., 

U

T
k k k k Ni i i r ir r=r  with sufficient 

statistics for processing, and given by

	 [ ] [ ] [ ]
1

K

k k k k
k

i i i
=

= +∑r H x n ,	 (1)

where the 1UN ×  vector [ ]k in  is a zero-mean complex 
circularly symmetric Gaussian noise with covariance 
matrix [ ] [ ]{ } 2H

k k ni iE σ=n n I , where [ ]E   stands for 
expected value, ( )H

  denotes the Hermitian operator, 2
nσ  is 

the noise variance, and I  is the identity matrix. The 1AN ×  
pre-coded data vectors [ ]k ix  have covariance matrices 

[ ] [ ]{ } 2
k

H
k k xi iE σ=x x I , where 2

kxσ  is the signal power. 
The elements ,U An nh  of the U AN N×  channel matrices kH  
are the complex channel gains from the An th transmitting 
antenna to the Un th receiving antenna.

2.3 Uplink Model

Let us now consider the uplink of a multi-user massive 
MIMO system with K users that are equipped with UN  
antenna elements and communicate with a receiver with AN  
antenna elements, where A UN KN> . At each time instant, 
the K users transmit UN  symbols, which are organized 
into a 1UN ×  vector [ ] [ ] [ ] [ ]{ },1 ,2 ,, ,..., 

U

T
k k k k Ns s si i i i=s , 

taken from a modulation constellation { }1 2, ,..., NA a a a= . 
The data vectors [ ]k is  are then transmitted over flat-fading 
channels. The received signal after demodulation, matched 
filtering, and sampling is collected in an 1AN ×  vector 

[ ] [ ] [ ] [ ]{ }1 2, ,..., 
R

T
Ni r i r i r i=r , with sufficient statistics 

for processing as described by

	 [ ] [ ] [ ]
1

K

k k
k

i i i
=

= +∑r H s n ,	 (2)

where the 1AN ×  vector [ ]in  is a zero-mean complex 
circularly symmetric Gaussian noise with covariance 
matrix [ ] [ ]{ } 2H

nE i i σ=n n I . The data vectors [ ]k is  have 
zero mean and covariance matrices [ ] [ ]{ } 2

k

H
k k si iE σ=s s I , 

where 2
ksσ  is the signal power. The elements ,A Un nh  of the 

A UN N×  channel matrices kH  are the complex channel 
gains from the Un th transmitting antenna to the An th 
receiving antenna.

3. Transmitting Processing

In this section, we discuss several aspects related 
to transmitting processing in massive MIMO systems. 
Fundamental results in information theory have shown 
that the optimum transmitting strategy for the multi-user 
massive MIMO downlink channel involves a theoretical 
dirty-paper coding (DPC) technique that performs 
interference cancellation, combined with an implicit user-
scheduling and power-loading algorithm [37]. However, 
this optimal approach is extremely costly, and unlikely 
to be used in any practical deployment. In what follows, 
we consider several aspects of transmitting processing in 
massive MIMO systems, which include TDD operation, 
pilot contamination, resource allocation and pre-coding, 
and related signal-processing tasks.

3.1 TDD Operation

One of the key problems in modern wireless systems 
is the acquisition of channel-state information in a timely 
way. In time-varying channels, TDD offers the most suitable 
alternative for obtaining channel-state information, because 
the training requirements in a TDD system are independent 
of the number of antennas at the base station (or access point) 
[18], and there is no need for channel-state information 
feedback. In particular, TDD systems rely on reciprocity, 
by which the uplink channel is used as an estimate of the 
downlink channel. An issue in this operational mode is the 
difference in the transfer characteristics of the amplifiers 
and the filters in the two directions. This can be addressed 
through measurements and appropriate calibration [5]. In 
contrast, in a frequency-division duplexing (FDD) system, 
the training requirements are proportional to the number 
of antennas, and channel-state information feedback is 
essential. For this reason, massive MIMO systems will 
most likely operate in TDD mode, and will require further 
investigation in calibration methods.

3.2 Pilot Contamination

The adoption of TDD mode and uplink training in 
massive MIMO systems with multiple cells results in a 
phenomenon called pilot contamination. In multi-cell 
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scenarios, it is difficult to employ orthogonal pilot sequences. 
This is because the duration of the pilot sequences depends 
on the number of cells, and this duration is severely limited 
by the channel-coherence time, due to mobility. Therefore, 
non-orthogonal pilot sequences must be employed, and 
this affects the channel-state information employed 
at the transmitter. Specifically, the channel estimate is 
contaminated by a linear combination of channels of other 
users that share the same pilot [18]. Consequently, the pre-
coders and resource-allocation algorithms will be highly 
affected by the contaminated channel-state information. 
Strategies to control or mitigate pilot contamination and 
its effects are very important for massive MIMO networks. 
Possible approaches include work on optimization of 
waveforms, blind channel-estimation techniques, implicit 
training approaches, and pre-coding and resource-allocation 
techniques that take into account pilot contamination to 
mitigate its effects.

3.3 Resource Allocation

Prior work on multi-user MIMO [32-34] has shown 
that resource-allocation techniques are fundamental to 
obtaining further capacity gains. In massive MIMO, this 
will be equally important, and will have the extra benefit 
of more-accurate channel-state information. From a 
multi-user information-theoretic perspective, the capacity-
region boundary is achieved by simultaneously serving 
all K active users. The resources (antennas, users, and 
power) that should be allocated to each user depend on the 
instantaneous channel-state information, which may vary 
amongst users. Since the total number of users, Q, that 
could be served is often much higher than the number of 
transmitting antennas, AN , the system needs a resource-
allocation algorithm to select the best set of users according 
to a chosen criterion, such as the sum rate or a user target 
rate. The resource-allocation task is then to choose a set 
of users and their respective powers in order to satisfy a 
given performance metric. In massive MIMO systems, 
the spatial signatures of the users to be scheduled might 
play a fundamental role, thanks to the very large number 
of antennas and an excess of degrees of freedom [4, 5]. 
The multi-user diversity [32], along with high array gains, 
might be exploited by the resource-allocation algorithm, 
along with timely channel-state information. In particular, 
the problem of user selection, i.e., scheduling, corresponds 
to a combinatorial problem equivalent to the combination 
of K choosing Q. It is hence clear that the exhaustive 
search over all possible combinations is computationally 
prohibitive when the K in the system is reasonably large, 
and thus cost-effective user-selection algorithms will be 
required. Strategies based on greedy, low-cost, and discrete 
optimization methods [33, 34, 36] are very promising for 
massive MIMO networks, because they could reduce the 
cost of resource-allocation algorithms.

3.4 Pre-Coding and Related 
Techniques

Strategies for mitigating the multi-user interference 
at the transmitting side include transmitting beamforming 
[5] and pre-coding based on linear minimum-mean-square 
error (MMSE) [38] or zero-forcing (ZF) [39] techniques, 
and nonlinear approaches, such as dirty-paper coding, 
Tomlinson-Harashima pre-coding (THP) [58], and vector 
perturbation [43]. Transmitting matched filtering (TMF) is 
the simplest method for processing data at the transmitter 
side, and has been recently advocated by several works for 
massive MIMO systems [4, 5]. The basic idea is to apply the 
conjugate of the channel matrix to the data symbol vector 

[ ]is  prior to transmission, as described by 

	 [ ] [ ]Hi i=x H s ,	 (3)

where the A UN KN×  matrix H  contains the parameters 
of all the channels, and the 1AN ×  vector [ ]ix  represents 
the data processed by transmitting matched filtering.

Linear pre-coding techniques, such as zero-forcing 
and minimum-mean-square error pre-coding, are based on 
channel-inversion operations. They are attractive due to 
their relative simplicity for MIMO systems with a small to 
moderate number of antennas. However, channel-inversion 
based pre-coding requires a higher average transmitted 
power than other pre-coding algorithms, especially for 
ill-conditioned channel matrices, which could result 
in poor performance. A linear pre-coder applies linear 
transformations to the data-symbol vector, [ ]is , prior to 
transmission, as described by 

	 [ ] [ ] [ ]
1,

K

k k l l
l l k

i i i
= ≠

= + ∑x W s W s ,	 (4)

where the A UN N×  matrix lW  contains the parameters of 
the channels, and the 1UN ×  data-symbol vectors [ ]k is  
represent the data processed by the linear pre-coder. The 
linear minimum-mean-square error pre-coder is described 
by ( ) 1

MMSE
H H γ

−
= +W H HH I , where γ  is a gain 

factor, and the linear zero-forcing pre-coder is expressed 
by ( ) 1

ZF
H H −

=W H HH .

Block-diagonalization (BD)-type pre-coding 
algorithms were proposed in [39-41] for MU-MIMO 
(multi-user MIMO) systems. The main advantage of 
block-diagonalization type algorithms is that the sum-
rate performance is not far from that obtained by dirty-
paper-coding techniques, and the relative simplicity for 
implementation in systems with a modest number of 
antennas. However, existing block-diagonalization solutions 
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are unlikely to be used in massive MIMO systems, due to 
the cost associated with their implementation in antenna 
arrays with hundreds of elements. This suggests that there is 
need for cost-effective block-diagonalization-type strategies 
for very large antenna arrays. Tomlinson-Harashima 
pre-coding [58] is a nonlinear pre-coding technique that 
employs feed-forward and feedback matrices, along with 
a modulo operation, to cancel the multi-user interference in 
a more effective way than a standard linear pre-coder. With 
Tomlinson-Harashima pre-coding, the 1AN ×  pre-coded 
data vector is given by 

	 [ ][ ]i i=x Fx ,	 (5)

where F  is the A UN KN×  feed-forward pre-coding 
matrix, which can be obtained by an LQ decomposition of 
the channel matrix, H . The input data, [ ]ix  is computed 
element-by-element by 

	 [ ] [ ] [ ]
1

1
mod

l

l l lq q
q

x i i is b x
−

=

  = − 
  

∑ , 1, , Ul KN= … 	 (6)

where the lqb  are the elements of the U UKN KN×  
lower-triangular matrix B  that can also be obtained by 
an LQ decomposition. Amongst the appealing features of 
Tomlinson-Harashima pre-coding are its excellent bit-error 
rate and sum-rate performances, which are not far from 
dirty-paper coding, and its flexibility to incorporate channel 
coding. Future work on Tomlinson-Harashima pre-coding 
for massive MIMO networks should concentrate on the 
reduction of the computational cost to compute the feed-
forward and feedback matrices, since existing factorization 
algorithms would be too costly for systems with hundreds 
of antenna elements.

Vector perturbation employs a modulo operation at 
the transmitter to perturb the transmitted signal vector, 
and to avoid the transmitted-power enhancement incurred 
by zero-forcing or minimum-mean-square error methods 
[43]. The task of finding the optimal perturbation involves 
solving a minimum-distance-type problem, which can be 
implemented using sphere encoding or full-search-based 
algorithms. Let H  denote an A UN KN×  multi-user 
composite channel. The idea of perturbation is to find a 
perturbing vector, p , from an extended constellation to 
minimize the transmitted power. The perturbation p  is 
obtained by solving

	 [ ] [ ]( ) 2

[ ]
[ ] arg min

Ki ACZ
i i i

′ ∈
′= +

p
s pp W ,	 (7)

where W  is some linear transformation or pre-coder such 
that ( )HTr P≤W W , the scalar A is chosen depending on 
the constellation size (e.g., 2A =  for QPSK), and KCZ  is 
the K-dimensional complex lattice. The transmitter matched 

filter, linear zero-forcing, or minimum-mean-square error 
pre-coders can be used for W . After pre-distortion using 
a linear pre-coder, the resulting constellation region also 
becomes distorted, and thus a modulo operation is employed. 
This problem can be regarded as a K-dimensional integer-
lattice least-squares problem, which can be solved by 
search-based algorithms [43].

4. Receiving Processing

In this section, we discuss receiving processing 
in massive MIMO systems. In particular, we examine 
parameter-estimation and detection algorithms, iterative 
detection and decoding techniques, mitigation of RF 
impairments, and related signal-processing tasks.

4.1 Parameter-Estimation and 
Detection Algorithms

Amongst the key problems in the uplink of multi-user 
massive MIMO systems are the estimation of parameters, 
such as channel gains and receiving filter coefficients, 
and the detection of the transmitted symbols, ks , of each 
user, as described by the signal model in Equation  (2). 
The parameter-estimation task usually relies on pilot (or 
training) sequences and signal-processing algorithms. In 
multi-user massive MIMO networks, nonorthogonal training 
sequences are likely to be used in most application scenarios, 
and the estimation algorithms must be able to provide the 
most accurate estimates, and to track the variations due to 
mobility. Standard MIMO linear minimum-mean-square 
error and least-squares (LS) channel-estimation algorithms 
[44] can be used for obtaining channel-state information. 
However, the cost associated with these algorithms is often 
cubic in the number of antenna elements at the receiver, i.e., 

AN  in the uplink. Moreover, in scenarios with mobility, 
the receiver will need to employ adaptive algorithms [73] 
that can track the channel variations. Interestingly, massive 
MIMO systems have an excess of degrees of freedom that 
translates into a reduced-rank structure to perform parameter 
estimation. This is an excellent opportunity that massive 
MIMO offers for applying reduced-rank algorithms [28-31] 
and to further develop these techniques.

In order to separate the data streams transmitted by 
the different users in a multi-user massive MIMO network, 
a designer must resort to detection techniques, which are 
similar to multi-user detection methods [45]. The optimal 
maximum-likelihood (ML) detector is described by 

	 [ ] [ ] [ ] 2
ML

[ ]
ˆ minarg

i
i i i= −

s
r Hss ,	 (8)

where the 1UKN ×  data vector, [ ]is , contains the symbols 
of all users. The maximum-likelihood detector has a cost 
that is exponential in the number of data streams, and a 
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modulation order that is too complex to be implemented 
in systems with a large number of antennas. Even though 
the maximum-likelihood solution can be alternatively 
computed using sphere-decoder (SD) algorithms [46-50] 
that are very efficient for MIMO systems with a small 
number of antennas, the cost of sphere-decoder algorithms 
depends on the noise variance, the number of data streams 
to be detected, and the signal constellation. This results 
in high computational costs for low signal-to-noise ratios 
(SNR), high-order constellations, and a large number of 
data streams.

The high computational complexities of the maximum-
likelihood detector and the sphere-decoder algorithms in the 
scenarios described above have motivated the development 
of numerous alternative strategies for MIMO detection, 
which often rely on signal processing with receiving filters. 
The key advantage of these approaches with receiving 
filters is that the cost is typically not dependent on the 
modulation, and the receiver can compute the receiving 
filter only once per data packet, and perform detection. 
Algorithms that can compute the parameters of receiving 
filters with low cost are of central importance to massive 
MIMO systems. In what follows, we will briefly review 
some relevant suboptimal detectors, which include linear 
and decision-driven strategies.

Linear detectors [51] include approaches based on 
the receiving matched filter (RMF), zero-forcing, and 
minimum-mean-square error designs. They are described by 

	 [ ] [ ]{ }ˆ Hi Q i=s W r ,	 (9)

where the receiving filters are RMF =W H  for the receiving 
matched filter, ( ) 12 2

MMSE
H

s nσ σ
−

= +W HH I H  for the 
minimum-mean-square error, and ( ) 1

ZF
H −

=W HH H  for 
the zero-forcing design, and { }Q   represents the slicer used 
for detection.

Decision-driven detection algorithms, such as 
successive interference-cancellation (SIC) approaches 
used in the Vertical-Bell Laboratories Layered Space-
Time (VBLAST) systems [52-56], and decision-feedback 
(DF) [57] detectors are techniques that can offer attractive 
tradeoffs between performance and complexity. Prior 
work on successive interference-cancellation and decision-
feedback schemes has been reported with decision-feedback 
detectors with successive interference cancellation 
(S-DF) [57, 63], and decision-feedback receivers with 
parallel interference cancellation (PIC) (P-DF) [66, 67], 
combinations of these schemes [24, 66, 70], and mechanisms 
to mitigate error propagation [71, 72]. Decision-feedback 
detectors [57, 63, 66] employ feed-forward and feedback 
matrices that can be based on the receiving matched filter 
(RMF), zero-forcing, and minimum-mean-square error 
designs, as described by

	 [ ] [ ]{ }0ˆ ˆH HQ i i= −s W r F s ,	 (10)

where 0ŝ  corresponds to the initial decision vector, 
which is usually performed by the linear section of the 
decision-feedback receiver (e.g., { }0ˆ

HQ=s W r ) prior 
to the application of the feedback section. The receiving 
filters, W  and F  can be computed using design criteria 
and optimization algorithms.

An often criticized aspect of these suboptimal schemes 
is that they typically do not achieve the full receiving-
diversity order of the maximum-likelihood algorithm. 
This led to the investigation of detection strategies such as 
lattice-reduction (LR) schemes [58, 59], QR decomposition, 
M-algorithm (QRD-M) detectors [60], probabilistic data 
association (PDA) [61, 62], and multi-branch [24-26] 
detectors, which can approach the maximum-likelihood 
performance at an acceptable cost for small to moderate 
systems. The development of cost-effective detection 
algorithms for massive MIMO systems is a formidable task 
that calls for new approaches and ideas in this exciting area.

4.2 Iterative Detection and 
Decoding Techniques

Iterative detection and decoding (IDD) schemes 
have received considerable attention in the last few years, 
following the discovery of turbo codes [74] and the use 
of the turbo principle for mitigation of several sources 
of interference [75-83]. More recently, work on iterative 
detection and decoding schemes has been extended to 
low-density parity-check codes (LDPC) [79, 81] and their 
variants, which rival turbo codes in terms of performance. 
The basic idea of an iterative detection and decoding system 
is to combine an efficient soft-input soft-output (SISO) 
detection algorithm and a soft-input soft-output decoding 
technique. In particular, the detector produces log-likelihood 
ratios (LLRs) associated with the encoded bits, and these 
log-likelihood ratios serve as input to the decoder. In the 
second phase of the detection/decoding iteration, the decoder 
then generates a posteriori probabilities (APPs) after a 
number of (inner) decoding iterations for encoded bits of 
each data stream. These a posteriori probabilities are fed 
to the detector to help in the next iterations between the 
detector and the decoder, which are called outer iterations. 
The joint process of detection/decoding is then repeated in 
an iterative manner, until the maximum number of (inner 
and outer) iterations is reached. In massive MIMO systems, 
it is likely that either turbo or low-density parity-check 
codes will be adopted in iterative detection and decoding 
schemes for mitigation of multi-user, multipath, inter-cell, 
and other sources of interference. Low-density parity-check 
codes exhibit some advantages over turbo codes, which 
include simpler decoding and implementation issues. 
However, low-density parity-check codes often require a 
higher number of decoding iterations, which translates into 
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delays or increased complexity. The development of iterative 
detection and decoding schemes, and decoding algorithms 
that perform message passing with reduced delays [84-86], 
are of paramount importance in future wireless systems.

4.3 Mitigation of RF Impairments

The large antenna arrays used in massive MIMO 
systems will pose several issues for system designers, such 
as coupling effects, in-phase/quadrature (I/Q) imbalances 
[87], and failures of antenna elements, which will need to be 
addressed. The first potential major impairment in massive 
MIMO systems is due to reduced spacing between antenna 
elements, which results in coupling effects. In fact, for 
compact antenna arrays, a reduction of the physical size of the 
array inevitably leads to reduced spacing between antenna 
elements, which can severely reduce the multiplexing 
gain. In order to address these coupling effects, receiving 
processing approaches will have to work with transmitting 
processing techniques to undo the coupling induced by the 
relatively close spacing of radiating elements in the array. 
Another major impairment in massive MIMO systems is 
in-phase/quadrature imbalances in the RF chains of the 
large arrays. This problem can be addressed by receiving or 
transmitting processing techniques, and requires modeling of 
the impairments for subsequent mitigation. When working 
with large antenna arrays, a problem that might also occur is 
the failure of some antenna elements. Such sensor failures 
are responsible for a reduction in the degrees of freedom 
of the array, and must be dealt with by signal-processing 
algorithms.

5. Simulation Results

In this section, we illustrate some of the techniques 
outlined in this article using massive MIMO configurations, 
namely, a very large antenna array, an excess of degrees of 
freedom provided by the array, and a large number of users 
with multiple antennas. We consider QPSK modulation, and 
channels that are fixed during a data packet and that are 
modeled by complex Gaussian random variables with zero 
mean and variance equal to unity. The signal-to-noise ratio 
(SNR) in dB is defined as 

2

10 2SNR 10log T sN σ

σ
= , where 2

sσ  
is the variance of the symbols, 2

nσ  is the noise variance, 
and we considered data packets of 1000 QPSK symbols.

In the first example, we compared the bit-error 
rate performance against the SNR of several detection 
algorithms, namely, the receiving matched filter with 

8K =  users and with a single user; the linear minimum-
mean-square error detector [51]; and the decision-feedback 
minimum-mean-square error detector using a successive 
interference cancellation [24, 54, 66]. In particular, a 
scenario with 128AN =  antenna elements at the receiver, 

8K =  users, and 8UN =  antenna elements at the user 
devices was considered. This corresponded to an excess of 
degrees of freedom equal to 64A UN KN− = . The results 
shown in Figure 4 indicated that the receiving matched 
filter with a single user had the best performance, followed 
by the decision-feedback minimum-mean-square error, 
the linear minimum-mean-square error, and the receiving 
matched filter detectors. Unlike previous works [5] that 
advocated the use of the receiving matched filter, it was 
clear that the bit-error-rate performance loss experienced 
by the receiving matched filter should be avoided, and more 
advanced receivers should be considered. However, the 
cost of linear and decision-feedback receivers is dictated 
by the matrix inversion of A AN N×  matrices, which must 
be reduced for large systems.

Figure 4. The bit-error-rate per-
formance as a function of the SNR 
of detection algorithms in a scenar-
io with 128AN = , 8K =  users, 
and 8UN =  antenna elements.
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In the second example, we compared the sum-rate 
performance against the SNR of several pre-coding 
algorithms, namely, the transmitting matched filtering 
with a varying number of users and with a single user, 
the linear minimum-mean-square-error pre-coder, and the 
Tomlinson-Harashima pre-coding minimum-mean-square 
error pre-coder. The sum-rate was calculated using [90]: 

	 ( )2log det H H
nC σ − = +  

I HPP H  [bits/Hz].	 (11)

We considered a similar scenario to the previous one, in 
which the transmitter was equipped with 128AN =  antenna 
elements, and there were 8K =  users with 8UN =  antenna 
elements. The results in Figure 5 showed that the transmitting 
matched filtering with a single user had the best sum-rate 
performance, followed by the Tomlinson-Harashima pre-
coding minimum-mean-square error, the regularized block-
diagonalization (RBD), the linear minimum-mean-square 
error, and the transmitting matched-filtering pre-coding 
algorithms. From the curves in Figure 5, we could notice 
that the performance of transmitting matched filtering was 
much worse than that of Tomlinson-Harashima pre-coding 
and of regularized block-diagonalization. This suggests 
that more sophisticated pre-coding techniques with lower 
complexity should be developed to maximize the capacity 
of massive MIMO systems.

6. Future Trends and Emerging 
Topics

In this section, we discuss some future signal-
processing trends in the area of massive MIMO systems, 
and point out some emerging topics that might attract the 

interest of researchers. The topics are structured as follows:

•	 Transmitting processing:
– 	 Cost-effective scheduling algorithms: The 

development of methods that have low cost and 
are scalable, such as greedy algorithms [33] and 
discrete-optimization techniques [36], will play a 
crucial role in massive MIMO networks.

–	 Calibration procedures: The transfer characteristics 
of the filters and amplifiers used for TDD operation 
will require designers to devise algorithms that can 
efficiently calibrate the links.

–	 Pre-coders with scalability in terms of complexity: 
The use of divide-and-conquer approaches, 
methods based on sensor-array signal processing 
and sectorization, will play an important role in 
reducing the dimensionality of the transmitting-
processing problem. Moreover, the investigation 
and development of transmitting matched-filtering 
strategies with nonlinear cancellation strategies and 
low-cost decompositions for linear and nonlinear 
pre-coders will be important for obtaining efficient 
transmitting methods.

•	 Receiving processing:
–	 Cost-effective detection algorithms: Techniques for 

performing dimensionality reduction [28-31] for 
detection problems will play an important role in 
massive MIMO devices. By reducing the number of 
effective processing elements, detection algorithms 
could be applied. In addition, the development of 
schemes based on a receiving matched filter with 
nonlinear interference-cancellation capabilities 
might be a promising option that can close the gap 
between receiving matched filter and more costly 
detectors.

Figure 5. The sum-rate 
performance as a function 
of the SNR of pre-coding 

algorithms in a scenario with 
128AN = , 8K =  users, and 

8UN =  antenna elements.
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– 	 Decoding strategies with low delay: The development 
of decoding strategies with reduced delay will play 
a key role in applications such as audio and video 
streaming, because of their delay sensitivity. 
We therefore argue that novel message-passing 
algorithms with smarter strategies to exchange 
information should be investigated along with 
their application to iterative detection and decoding 
schemes.

–	 Mitigation of impairments: The identification 
of impairments originating in the RF chains of 
massive MIMO systems will need mitigation by 
smart signal-processing algorithms. For example, 
in-phase/quadrature imbalance might be dealt with 
using widely linear signal-processing algorithms 
[88, 89].

7. Concluding Remarks

This article has presented a tutorial on massive MIMO 
systems, and discussed signal-processing challenges and 
future trends in this exciting research topic. Key application 
scenarios, which include multibeam satellite, cellular, 
and local-area networks, have been examined, along 
with several operational requirements of massive MIMO 
networks. Transmitting and receiving processing tasks have 
been discussed, and fundamental signal-processing needs 
for future massive MIMO networks have been identified. 
Numerical results have illustrated some of the discussions on 
transmitting and receiving processing functions, and future 
trends have been highlighted. Massive MIMO technology 
is likely to be incorporated into the applications detailed in 
this article on a gradual basis, by the increase in the number 
of antenna elements and by the need for more-sophistical 
signal-processing tools to transmit and process a large 
amount of information.
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Abstract

This paper presents novel class-F power amplifiers 
for mobile applications in which the need for an extra 
filtering section is eliminated with a proper harmonic tuning 
structure. Two class-F power amplifiers, employing a GaN 
HEMT device, were designed, fabricated, and measured at 
900 MHz and 1800 MHz. The fabricated circuits achieved 
an excellent harmonic-suppression level, and the total 
harmonic distortion was around 1.2%. The proposed 
structure overcame the narrowband performance of class-F 
power amplifiers, giving more than 60% efficiency over a 
200 MHz bandwidth, and more than 70% over a 100 MHz 
bandwidth, for the 900  MHz amplifier. More than 50% 
efficiency over a 150 MHz bandwidth for the 1800 MHz 
amplifier was achieved in a back-off region. Experimental 
results showed that at 900 MHz, the amplifier was able to 
deliver 38.6 dBm output power, while achieving a state-of-
the-art PAE [power-added efficiency] of 80.5% with a drain 
efficiency of 84%, and a power gain of 13.6 dB for an input 
power of 25 dBm. The 1800 MHz amplifier showed an output 
power of 38.8 dBm, a power-added efficiency of 75%, a 
drain efficiency of 83.8%, and a gain of 9.8 dB at an input 
power of 29 dBm. Good agreement between measurement 
and simulation results was observed. Measured peak drain 
efficiencies of 85.5% and 87.7% were achieved for the 
900 MHz and 1800 MHz amplifiers, respectively.

1. Introduction

Power amplifiers (PAs) are the most important part 
in transmitter design, because they consume most of 
transmitter’s dc power. If this consumption is high, it leads to 

an undesired short battery lifetime. It is therefore important 
to design high-efficiency power amplifiers for mobile 
applications. Switching power amplifiers, such as class D, 
class E/E-1, and class F/F-1 [1], have a minimum overlap 
between drain voltage and current waveforms, resulting 
in low dc power consumption and high efficiency. A large 
transistor output capacitance imposes a low impedance at 
high frequencies, which decreases the efficiency of class-E 
power amplifiers, but its effect is negligible in class-F power 
amplifiers, due to the harmonically tuned output network. 
A class-F power amplifier uses multiple resonators in its 
output matching network to obtain a half-sine drain-current 
waveform and a square drain-voltage waveform. In theory, 
class F can achieve 100% efficiency. However, in practice 
this figure is lowered, due to the limited number of harmonics 
that can be tuned through the output matching network [2].

Depending on the application and frequency, the 
matching network (MN) can be designed with lumped 
[3] or distributed [4] elements. An example of a lumped 
matching network and its equivalent transmission-line 
matching network for class-F/F-1 power amplifiers was 
given in [5]. At microwave frequencies, transmission-line 
matching networks are preferred, because implementing 
lumped-element multi-resonators at these frequencies is 
difficult. Possible load-matching networks for class-F/F-1 
power amplifiers, designed specifically to overcome the 
effect of shunt capacitance and series inductance, were 
well illustrated in [6] and [7]. Studies in [4] showed that 
harmonic termination has an inverse relationship to the 
performance of the amplifier, and second-harmonic tuning 
has the most important effect. 

In this paper, a novel class-F power-amplifier topology 
is proposed, using an output matching network that controls 
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up to the third-harmonic component independently from 
fundamental matching. With a proper harmonic-tuning 
structure, the need for an extra filtering section is eliminated, 
and a very low harmonic distortion is achieved. The 
proposed topology, designed and fabricated at 900 MHz 
and 1800 MHz, exhibited a very high (state-of-the-art) drain 
efficiency and power-added efficiency. It also overcomes 
the narrowband behavior of class-F power amplifiers. A 
Cree GaN HEMT, with a breakdown voltage of 120 V, was 
used as active device to fulfill the high-voltage breakdown 
and high-power requirements.

Section  2 shows the proposed power-amplifier 
topology, and a comparison with three other power amplifiers 
from the literature. Section  3 shows the simulation, 
fabrication, and measurement results, followed by the 
conclusion in Section 4.

2. Class-F Power Amplifier Design

In class-F power amplifiers, the load impedance 
seen by the power transistor should be a short circuit at 
even harmonics, an open circuit at odd harmonics, and the 
optimized value at the fundamental frequency:

	 1 optimalZ R=  ,	 (1)

	 2 0nZ = ,	 (2)

	 2 1nZ + = ∞ .	 (3)

The proposed design is illustrated in Figure  1, where 
transmission lines TL8, TL9, TL11, and TL12 match the 
power device to a 50 Ω  input for a high power transfer. 
In the input-matching network, TL10 (grounded through 
a bypass capacitor) is 4λ  at the fundamental frequency 
(which provides an open circuit for the RF signal), and is 

2λ  at the second harmonic (which provides a short circuit 
to the second-harmonic component). Resistors R1, R2, 
and R3 were added to ensure that the circuit works under 
stable conditions.

Concerning the output matching network, the 
proposed structure allows the control of several harmonics 
simultaneously but independently of each other. The output 
matching network provides an open circuit to the third 
harmonic through TL1 and TL2, with lengths 12λ  at the 
fundamental frequency (Figure 1b). At second harmonic, 
TL3 delivers a low impedance to the right-hand side of TL4 
(electrical length of 1θ ), as shown in Figure 1c. Transmission 
lines TL1, TL2, and TL4 together provide a short-circuit 
condition at the second harmonic. TL5, TL6, and TL7 create 
a π ‑shaped matching network, which increases the design 
freedom for the fundamental frequency, thus helping the 
designer to improve the power amplifier’s performance in 
terms of efficiency and output-voltage waveform. The stub 
with the largest effect on the output waveform is TL7. This 
stub improves the output-voltage waveform, presenting a 
perfect sinusoidal shape without any distortion.

Figure 1a. The proposed class-F power amplifier.

Figure 1b. The output network at the third 
harmonic for the amplifier of Figure 1a.

Figure 1c. The output network at the second 
harmonic for the amplifier of Figure 1a. 
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2.1 900 MHz Power Amplifier

In practice, due to nonlinearities and parasitics of the 
active device (Cree CGH40006P), ideal short and open 
circuits do not necessarily lead to the best results. To therefore 
achieve the best performance, an accurate load matching for 
the output of the transistor at the fundamental and harmonic 
frequencies is required. Calculated from load-pull analysis, 
ZL1, ZL2, and ZL3 were the load impedances that resulted 
in an optimum performance at the fundamental, second, and 
third harmonics, respectively. Figure 2 shows the power-
added efficiency (PAE) and output power contours. The 
simulated load impedances are shown in Figure 3, giving 
a maximum power-added efficiency for a load impedance 

value of 47.673 39.144 j+ Ω  at the fundamental frequency. 
The same procedure was carried out for the second and third 
harmonics, and the calculated values are given in Table 1. 
An output matching network was designed to give these 
optimum impedances at the desired frequencies.

To evaluate the performance of the proposed topology, 
large-signal S-parameter (LSSP), harmonic balance (HB), 

Figure 2. The power-add-
ed efficiency (PAE) and 
output power contours 
from load-pull analysis.

Load Impedance
(Ω )

1LZ  (@ 900 MHz) 47.673 39.144j+

2LZ  (@ 1800 MHz) 2.31 13.121j−

3LZ  (@ 3600 MHz) 58.528 234.846j+

Table 1. The load Impedances for the fun-
damental, second, and third harmonics, ob-
tained from load-pull analysis, at 900 MHz.

Figure 3. The simulated 
load impedances from 

load-pull analysis.

Figure 4 The simulated output power, gain, drain effi-
ciency, and power-added efficiency as functions of input 

power ( 28DSV = V, 2.8GSV = − V, 0 900f = MHz).
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and electromagnetic (Method of Moments) simulations 
were performed using AgilentTM’s Advanced Design System 
(ADS). The simulation results of the output power, gain, 
drain efficiency, and power-added efficiency are plotted as 
functions of input power in Figure 4. This showed that a 
peak power-added efficiency of 80.2%, a drain efficiency 
of 83.5%, and a gain of 14.2 dB were obtained at an output 
power of 39.2 dBm. 

The performance of the proposed topology (Figure 1) 
was compared to that of three class-F structures proposed 

in the literature. The output matching networks shown in 
Figures 5a, 5b, and 5c were retrieved from [6], [5], and [8], 
respectively. They were designed and simulated to give 
best results at 900 MHz for the same power device under 
the same conditions as our design. Harmonic balance and 
large-signal S-parameter simulations were carried out for 
these circuits, and the results are compared in Table 2. It 
could be seen from this that the structure proposed in this 
paper had the highest power-added efficiency, gain, and 
output power. It also exhibited good harmonic rejection up 
to the fifth harmonic, with good input and output matching.

Figure 11S
(dB)

22S
(dB)

2nd
(dBc)

3rd
(dBc)

4th
(dBc)

5th
(dBc)

5a –21 –6.8 –39 –39.8 –45 –45.62
5b –18 –16.5 –48.46 –48.3 –48.29 –58.94
5c –17 –19 –49 –29.7 –61.55 –48.45
1 –14.6 –23.8 –46.77 –46.83 –68.6 –49.24

Table 2. A comparison of simulation 
results for the three circuits of Figure 5.

Figure 5. Three class-F 
power amplifiers: the 

output matching networks 
were retrieved (a) from 
[6], (b) from [5], and (c) 

from [8].

Figure PAE
(%)

η
(%)

Gain
(dB) outP

(dBm)

dc 
Power
(Watts)

Thermal 
Dissipation

(Watts)
5a 73.20 75.36 15.41 40.4 14.6 3.9
5b 79.57 83.26 13.53 38.5 8.56 1.74
5c 78.37 81.62 13.98 38.9 9.69 2.08
1 80.27 83.53 14.09 39 9.71 1.9
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2.2 1800 MHz Power Amplifier

After the proposed structure proved to have better 
performance compared to other structures, another design 
was carried out at 1800 MHz. This design was done to obtain 
a reconfigurable power amplifier, which was a further step 
of this work. Taking into account this final goal, some of the 
lengths and widths of the stubs remained unchanged, giving 
a lower degree of freedom for this circuit and therefore 
poorer performance than for the 900 MHz power amplifier. 
The impedance values for the fundamental, second, and 
third harmonics at 1800  MHz, obtained using load-pull 
analysis, are shown in Table 3.

Simulation results of the output power, gain, drain 
efficiency, and power-added efficiency at 1800  MHz as 

functions of the input power are presented in Figure 6. A 
peak power-added efficiency of 71%, a drain efficiency 
of 80%, and a gain of 9.5 dB were obtained at an output 
power of 38 dBm. 

The drain efficiency and power-added efficiency are 
also shown as functions of RF frequency in Figure 7a for 
the 900 MHz amplifier, and Figure 7b for the 1800 MHz 
amplifier. Maximum power-added efficiencies of 81% and 
71% were obtained at 900 MHz and 1.8 GHz, respectively. 
The results as functions of frequency showed that the 

Load Impedance
(Ω )

1LZ  (@ 1800 MHz) 57.166 83.424j+

2LZ  (@ 3600 MHz) 0 11.919j+

3LZ  (@ 5400 MHz) 0 275.94j−

Table 3. The load Impedances for the funda-
mental, second, and third harmonics, ob-

tained from load-pull analysis at 1800 MHz.

Figure 6. The simulated output power, gain, drain efficien-
cy, and power-added efficiency (PAE) as functions of the 

input power ( 28DSV = V, 2.8GSV = − V, 0 1800f = MHz).

Figure 7. The simulated 
power-added efficiency 

(PAE) and drain efficiency 
as functions of the input 

frequency for (a) 900 MHz 
and (b) 1800 MHz.
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amplifier was designed for the optimum value at the 
operating frequency. It could also be seen that the 900 MHz 
amplifier achieved a drain efficiency higher than 60% in 
a bandwidth from 805 MHz to 950 MHz. The amplifier at 
1800 MHz achieved a drain efficiency of more than 60% for 
a bandwidth from 1760 MHz to 1940 MHz, and it showed a 
very wide response for drain efficiencies of more than 50%. 

The output spectrum of the simulated class-F 
power amplifier is shown in Figure 8a at 900 MHz and in 
Figure 8b at 1.8 GHz. The differences between the desired 
output signal and the unwanted harmonics showed that 
the proposed topology has the ability to reject harmonics 
while maintaining the high performance of the class-F 
power amplifier, without the need for an extra filtering 

Frequency
inP

2nd 
(dBc)

3rd 
(dBc)

4th 
(dBc)

5th 
(dBc)

900 MHz 25 dBm –46.82 –46.34 –66.23 –48
1800 MHz 28 dBm –47.6 –50.81 –47.58 –47.81

Table 4. Harmonic rejection up to fifth 
order at both 900 MHz and 1800 MHz.

Figure 8b. The drain voltage ( dV ) and load voltage
( loadV ) spectrums for the 1800 MHz amplifier.

Figure 8a. The drain voltage ( dV ) and load voltage 
( loadV ) spectrums for the 900 MHz amplifier.

Figure 9. The input (a) and output (b) matching components 
created using Momentum, placed on the schematic.
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section. Simulated harmonic rejection values are presented 
in Table 4.

Before fabricating the circuit, an electromagnetic 
simulation using the Agilent MomentumTM tool was carried 
out, to determine the practical response of the circuit. 

Figures 9a and 9b respectively show the input and output 
matching networks, with the momentum component 
replaced in the schematic to simulate the circuit in such a 
way that the simulation took into account the electromagnetic 
couplings.

Figure 10b. The fabricated class-F 
power amplifier at 1800 MHz.

Figure 10a. The fabricated class-F 
power amplifier at 900 MHz.

Figure 11. The measurement setups.
Figure 12. The output power and gain as functions 
of the RF frequency for the 900 MHz power ampli-
fier ( 30.2DSV = V, 2.7GSV = − V, 25inP = dBm).

Figure 13. The output power and gain as functions of 
the RF frequency for the 1800 MHz power amplifier 

( 30.2DSV = V, 2GSV = − V, 22.5inP = dBm).

Figure 14. The drain efficiency as a function of the RF 
frequency for the 900 MHz power amplifier 

( 30.2DSV = V, 2.7GSV = − V, 25inP = dBm).
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3. Fabrication and Measurements

In order to prove the simulation results, the proposed 
class-F power amplifier was fabricated on a 1.524  mm 
RO4003 Rogers substrate. The implemented class-F power 
amplifier is depicted in Figure 10, and the measurement 
setup is shown in Figure 11. A synthesizer was used to 
generate the input signal, and a 43 dB gain preamplifier 
was used to increase the maximum input power available 
to the device under test (DUT). While the output power 
was accurately measured using a calibrated attenuator and 
power meter (Figure 11b), the input reflection coefficient 
and output spectrum were obtained using a directional 
coupler (Figure 11a).

Measurements as functions of frequency were carried 
out at the following bias points: gate voltage, 2.8GSV = −
V, and drain voltage, 28DSV = V, for both amplifiers. The 
output power and gain results as functions of frequency are 
shown in Figures 12 and 13 for the amplifiers at 900 MHz 

and 1800 MHz, respectively. It could be seen that there 
was very good agreement between the measurements and 
simulation results for both circuits.

A comparison of the simulation and measurement 
results was done for drain efficiency as a function of 
frequency, shown in Figure 14 for the 900 MHz amplifier, 
and in Figure 15 for the 1800 MHz amplifier. The circuit 
at 900 MHz had a wide bandwidth of 225 MHz (805 MHz 
to 1030 MHz), giving efficiencies higher than 60%. It is 
interesting to note that the amplifier gave efficiencies higher 
than 70% for a bandwidth of 105 MHz. The 1800 MHz 
amplifier was measured at the back-off region, and it showed 
a high efficiency of 50% in this region in a wide bandwidth 
(1600 MHz to 1730 MHz and 1780 MHz to 1930 MHz).

For the case of the 900 MHz amplifier, the measurement 
results of efficiency as a function of frequency showed 
that the fabricated amplifier had maximum efficiency at 
a frequency of 875  MHz. 875f = MHz was therefore 
considered the operating frequency of the circuit. The 

Figure 15. The drain efficiency as a function of the 
RF frequency for the 1800 MHz power amplifier (

30.2DSV = V, 2GSV = − V, 22.5inP = dBm).
Figure 16. A comparison between simulation and 

measurement results for the power-added efficiency 
(PAE) as a function of the input power.

Figure 17. A comparison between simulation 
and measurement results for the drain ef-
ficiency as a function of the RF frequency. 

Figure 18. A comparison between simula-
tion and measurement results for the output 

power as a function of the input power.
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biasing of the circuit was also optimized for the best results 
achievable. Measurements as functions of input power were 
carried out at a bias point of the drain voltage, 30.2DSV =
V, and the gate voltage, 2GSV = − V, for both amplifiers. 

Figures 16 and 17 plot a comparison of experimental 
and simulated results for power-added efficiency and drain 
efficiency as functions of input power. The 900  MHz 

circuit featured a peak power-added efficiency of 80.5% 
and a drain efficiency of 84% at an input power level of 

Figure 19. A comparison between simulation 
and measurement results for the power gain 

as a function of the input power.

Figure 20. The 
measurement results 
for the load-voltage 

spectrum.

Figure 21. The simulation and measurement 
results for (a) 21S  and (b) 11S .
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25 dBm. This amplifier gave a peak drain efficiency of 
85.5% for an input power of 28 dBm. At 1800 MHz, the 
peak power-added efficiency of 75% and drain efficiency 
of 83.8% were achieved for an input power of 29 dBm. The 
maximum drain efficiency obtained at this frequency was 
87.7% at an input power level of 32 dBm.

The measured and simulated output power and 
gain results as functions of the input power are shown in 
Figures 18 and 19, where the measured gain and output 
power were respectively 13.6 dB and 38.6 dBm (7.2 W) for 
the 875 MHz design. A measured output power of 38.8 dBm 
(7.5 W) and a measured gain of 9.8 dB were obtained at 
1800 MHz for an input power level of 29 dBm.

The power amplifier’s output-voltage spectrum for 
900 MHz is shown in Figure 20. The ratios between the 
fundamental output signal and harmonics were 33.45 dB 
and 42.3 dB for second ( 02 f ) and third ( 03 f ) harmonics, 
respectively. This showed that the proposed topology has 
the ability to reject harmonics while maintaining the high 

performance of the class-F power amplifier, and without the 
need for an extra filtering section. A low harmonic distortion 
was achieved, and the total harmonic distortion (THD) was 
1.2%. Using large-signal S-parameter simulations, the power 
amplifier’s large input reflection coefficient was simulated 
and is compared to measured results in Figure 21a ( 11S ) 
and Figure 21b ( 21S ). The simulation and measurement 
were in good agreement, and a good input matching was 
achieved.

An infrared camera was used to capture the thermal 
behavior of the circuit, and the image is shown in Figure 22. 
It could be seen that the circuit was thermally stable, and 
the transistor didn’t get hot. The only point that got hot 
was resistor R1, but it still was within an acceptable range. 

A comparison of this design to others in the literature 
is shown in Table  5. As it could be seen, the proposed 
structure achieved a drain efficiency and a power-added 
efficiency higher than other references, while providing 
high output power and gain.

Reference Device Frequency
(GHz)

PAE
(%)

η
(%)

Gain
(dB) outP

(dBm)
[5] LDMOSFET 0.5 – 76 17 43
[8] pHEMT 2.45 70.4 – 9 21
[9] GaN HEMT 3.54 62.4 69.4 – 52.5
[10] GaN HEMT 2.655 75 77.7 14.8 40.5
[11] GaN HEMT 2.14 70.9 75 12.2 40.1
[12] SiC MESFET 2.14 70.1 77.1 10.4 40.4
[13] GaN HEMT 1.9 70 77 10 28

[This work] GaN HEMT 0.9 80.5 84 13.6 38.6
[This work] GaN HEMT 1.8 75 83.8 9.8 38.8

Table 5. A comparison of this 
work with other work.

Figure 22. An infrared 
measurement of the 

circuit’s heating.
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4. Conclusion

A comprehensive study of the output matching 
network and performance of class-F power amplifiers was 
presented in this paper. A novel class-F power amplifier 
was proposed, which controls the fundamental matching 
independently from the harmonics by using a pi-shaped 
matching network, thus increasing the degree of freedom 
in design. The proposed topology provides high harmonic 
rejection without the need for extra filtering sections. 
Measurement results showed peak drain efficiencies of 
85.5% and 87.7% for the 900 MHz and 1800 MHz amplifiers, 
respectively. For the 900 MHz amplifier at an input power 
of 25 dBm, a power-added efficiency of 80.5%, a drain 
efficiency of 84%, and a power gain of 13.6  dB were 
obtained while delivering 38.6 dBm. For the 1800 MHz 
amplifier, an output power of 38.8 dBm, a power-added 
efficiency of 75%, a drain efficiency of 83.8%, and a gain 
of 9.8 dB were achieved at an input power of 29 dBm. 
Both amplifiers showed wideband performance. A wide 
bandwidth of 225  MHz, giving efficiencies higher than 
60%, and a wide bandwidth of 105 MHz, giving efficiencies 
higher than 70%, were obtained for the 900 MHz amplifier. 
At the back-off region, the 1800 MHz amplifier showed 
a high efficiency of 50% in the bandwidths of 1600 MHz 
to 1730 MHz and 1780 MHz to 1930 MHz. Experimental 
results for both amplifiers showed good agreement with 
simulation results.
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Abstract

The derivation of geophysical parameters from 
satellite-measured brightness temperature ( BT ) is an 
important aspect of satellite remote sensing. This primarily 
involves the development of complex inversion algorithms 
and empirical relations comprising BT  and in situ data 
for parameter retrieval and algorithm validation. In the 
present work, an artificial neural-network model was 
used to simultaneously obtain sea-surface wind speed 
(WS) and sea-surface temperature (SST) utilizing BT  
from eight channels (including vertical and horizontal 
polarizations) of a multi-frequency scanning microwave 
radiometer onboard the Indian Remote Sensing Satellite 
(IRS-P4) and deep-sea ocean buoys in the North Indian 
Ocean region. The values obtained from the artificial 
neural network were then compared with actual in situ 
observations as a test for the performance of the model. 
Regression relationships were also individually developed 
for sea-surface wind speed and sea-surface temperature to 
provide an inter-comparison between the two approaches. 
It was concluded that the artificial-neural-network model 
was able to provide good estimates of sea-surface wind 
speed and sea-surface temperature within acceptable error 
limits. The goal of the present work is to pre-establish the 
suitability of the artificial-neural-network approach for 
geophysical parameter retrieval from satellite-measured 

BT  in the Indian context, particularly keeping in view 
the recently launched Megha Tropiques and forthcoming 
Oceansat-3 satellites.

1. Introduction

Sea-surface wind speed (WS) and sea-surface 
temperature (SST) are important geophysical parameters 
used in the estimation of heat flux at the air-sea interface. 
On the global scale, these satellite-derived products serve 
as important inputs for climate modeling, for studies of the 
Earth’s heat balance, as well as for atmospheric and oceanic 
circulation. They are crucial parameters to understanding 
air-sea interactions; monsoonal forcing on oceanographic 
phenomena; assessing eddies, fronts, and upwellings for 
marine navigation; and tracking biological productivity 
(including potential fishing zones) at local scales [1, 2]. 

However, in situ observations of several parameters 
over vast portions of the global oceans are significantly 
under-sampled, both temporally and spatially, owing to 
measurements restricted to ships and buoys, the ranges of 
which are limited [3]. This limitation is partially overcome 
in the case of certain geophysical parameters, such as sea-
surface wind speed and sea-surface temperature, mainly due 
to routine global measurements by space-borne radiometers 
and scatterometers, offering synoptic and temporal sampling 
advantages. The retrieval algorithms developed for this 
purpose are either based on theoretical, statistical, empirical, 
or combinations of these approaches. Since most of these 
attempt to parameterize the physical processes by which 
a geophysical parameter influences the electromagnetic 
radiation observed by the sensor (active or passive), the 
retrieval algorithms need to be fine tuned or improved until 
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reliable information can be obtained. Given the complexity 
of the various parameter-retrieval processes from satellite 
measurements, advanced computer-based approaches – 
such as fuzzy logic, genetic algorithms, artificial neural 
networks (ANN), and fractals – have come to the rescue, 
serving as alternatives to the complex physics involved in 
geophysical parameter retrieval [4, 5]. 

India has launched several remote-sensing satellites 
under the series of the IRS (Indian Remote Sensing) 
satellites. IRS-P4, launched in May 1999, carried a multi-
frequency scanning microwave radiometer (MSMR) 
onboard, measuring brightness temperature ( BT ) at 
frequencies of 6.6 GHz, 10.65 GHz, 18 GHz, and 21 GHz 
in the horizontal and vertical polarizations. It is a day-
night all-weather sensor, designed to measure sea-surface 
temperature, sea-surface wind speed, atmospheric water 
vapor, and liquid water content in the clouds [6, 7]. In the 
present work, an artificial-neural-network-based model was 
formulated to simultaneously retrieve sea-surface wind 
speed and sea-surface temperature values from IRS-P4 
multi-frequency scanning microwave radiometer BT  over 
the North Indian Ocean (NIO). The multiple-regression 
technique (MRT) was also used for the retrieval of the above 
parameters one at a time. The artificial-neural-network- and 
multiple-regression-technique-based estimations were 
compared and validated with in situ measurements from 
moored buoys. The present work demonstrated the utility of 
such an approach in simplifying the complex geophysical-
parameter retrieval processes. 

2. Data and Methodology

IRS-P4 (Oceansat-1) carrying the multi-frequency 
scanning microwave radiometer and the ocean color monitor 
(OCM) onboard was launched on May 26, 1999, into a 
near-polar sun-synchronous orbit of 727 km altitude with 
an orbital time of ~102 minutes. It had an equator crossing 
at 12 noon for descending nodes, and 12 midnight for 

ascending nodes, both local times. The repetition frequency 
of the satellite was two days with a daily global coverage 
of ~80%. The IRS-P4 multi-frequency scanning microwave 
radiometer provided global microwave BT  measurements on 
eight channels, comprising 6.6 GHz, 10.65 GHz, 18 GHz, 
and 21 GHz frequencies with dual polarizations, and with 
spatial resolutions ranging between 120 km and 40 km over 
a swath of 1360 km [8, 9]. The post-launch multi-frequency 
scanning microwave radiometer sensor calibration in space 
was carried out using a temperature-controlled load, as well 
as by using the sky’s temperature.

The grid-1 multi-frequency scanning microwave 
radiometer BT  values at the four frequencies at both 
polarizations, as mentioned above, were provided by the 
National Remote Sensing Centre Data Center for a one-
year period during 2000. These were used in the present 
analysis for retrieving the sea-surface wind speed and 
sea-surface temperature, with data subsets selected for the 
study area (Figure 1). 

The National Institute of Ocean Technology (NIOT) 
has deployed several buoys in the North Indian Ocean region 
(www.niot.res.in). Sea-surface wind speed and sea-surface 
temperature datasets, recorded by some of these deep-sea 
moored buoys (DS1, DS2, DS3, DS4, DS5, and OTEC: 
locations shown in Figure 1), corresponding to the study 
period, were collected from NIOT. The details of the buoy 
instrumentation and observations were given in [10]. For the 
present work, datasets from these buoys were consolidated 
and used to develop and validate the artificial neural network 
algorithm for simultaneous retrieval of sea-surface wind 
speed and sea-surface temperature from multi-frequency 
scanning microwave radiometer BT . Additionally, the 
multiple-regression technique was utilized for retrieval 
of the individual sea-surface wind speed and sea-surface 
temperature parameters. For the purpose of collocation of 
satellite observations with in situ (buoy) observations, the 
nearest multi-frequency scanning microwave radiometer 
observations lying within a search radius of ~1.5° around the 

Figure 1. The study 
area and the moored 

buoy locations.
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buoy locations, and a maximum temporal duration of three 
hours or less with respect to the data-buoy measurements, 
were considered to be collocated observations, based on the 
work in [5] and [7]. The buoy measures sea-surface wind 
speed at a height of ~3 m from the sea surface. These values 
were converted to equivalent winds at 10 m height to match 
up with the IRS-P4 multi-frequency scanning microwave 
radiometer measurements. This was done following a 
logarithmic wind profile as given in Equation (1), where, 

zU  is the mean wind speed [m/s] at height z, and 10U  is 
the wind speed [m/s] at 10 m height [10]:

	
1/7

10
10

zU U
z

 =  
 

.	 (1)

After adopting this methodology, a concurrent and collocated 
database of multi-frequency scanning microwave radiometer 

BT  values at frequencies of 6.6 GHz, 10.65 GHz, 18 GHz, 
and 21 GHz (vertical and horizontal polarization), and sea-
surface wind speed and sea-surface temperature recorded 
by the buoys in the North Indian Ocean, was created for a 
one-year period spanning January to December 2000. This 
database was then used for constructing the artificial neural 
network model and its validation.

2.1 Artificial Neural Network 
Analysis

Artificial neural networks have found wide-scale 
application in various meteorological and oceanographic 
studies [11-13]. Several satellite-retrieval procedures have 
also utilized artificial neural networks for geophysical-
parameter retrievals, including multiple parameters from 
other satellite radiometers [5, 14-18]. An artificial neural 
network is basically a parallel-distributed computer 
model, consisting of processing units called neurons. 
Mathematically modeled on the biological neuron, this has 

the capability to be dynamically constituted, based on the 
training sets of data utilized in the artificial neural network 
model formulation. A typical artificial neural network model 
architecture consists of several such neurons embedded into 
layers, which are interconnected through activation links 
modulated by synaptic weights. The resulting network has 
a natural propensity for storing experimental knowledge 
through learning or training [19]. Mathematically, the 
simplest form of an artificial neural network is given as

	 0
1

N

j i ij
i

Y f w X w∗
=

 
= +  

 
∑ , 1, 2,...,j n= ,	 (2)

	 0
1

M

k j jk
j

Z f w Y w∗
=

 
 = +
 
 

∑ , 1, 2,...,k m= ,	 (3)

where iX  is an N-element input vector, with jY  being the 
output of hidden layers (with n neurons). kZ  is the m-element 
output of the artificial neural network (consisting of M 
hidden layers). The variable w represents the adaptable or 
synaptic weights, with f representing the threshold function. 
This is usually a sigmoid function, defined by

	 ( ) 1
1 xf x

e−
=

+
.	 (4)

An artificial neural network can perform prediction after 
learning the underlying relationship between the input 
variables and the outputs. From a statistical view, neural 
networks are analogous to nonparametric, nonlinear regres-
sion models, with the added advantage of “generalization,” 
which is the ability of the network to subsequently give 
reasonable outputs for inputs not contained in the training 
set [20]. 

Figure 2. The artificial neural 
network model architecture 
for simultaneous estimation 

of sea-surface wind speed and 
sea-surface temperature. 
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In the present work, a radial-basis-function- (RBF) 
based two-output artificial neural network model was 
developed for sea-surface wind speed and sea-surface 
temperature retrieval from satellite-measured BT  on eight 
channels. The network consisted of one input layer with 
eight neurons, one hidden layer with 44 hidden neurons, 
and one output layer consisting of two neurons (Figure 2). 
A radial-basis-function-based network was chosen because 
in addition to its simplicity, it combines a linear dependence 
on the weight variables with the ability to explicitly model 
nonlinear relationships [4, 20]. It may be noted that in this 
work, an automated artificial neural network modeling 
sequence was deployed with the condition of balancing 
error against diversity of the network components. In this 
process, an artificial neural network with a large number 
of hidden neurons (44) was obtained. Efforts were made to 
balance the compromise one has to make in terms network 
generalization with the enhanced ability of an artificial 
neural network to estimate/obtain a wide range of sea-
surface temperature and sea-surface wind speed values. 
For instance, although sea-surface temperature in the study 
area varies from 26.5°C to 30.5°C, sea-surface wind speed 
varies from 1 m/s to 13 m/s. 

The multi-frequency scanning microwave radiometer 
BT  values in the 6.6 GHz, 10.65 GHz, 18 GHz, and 21 GHz 

channels (with dual polarizations) were considered as the 
inputs (independent parameters) for the artificial neural 
network model, with the buoy sea-surface wind speed 

and sea-surface temperature being the outputs (dependent 
parameters), for each data set utilized in the artificial neural 
network model formulation. Furthermore, out of the total 
of 918 collocated and concurrent observations, 50% (459 
observations) for training, 25% (230 sets) for verification, 
and 25% (229 sets) for artificial neural network prediction 
and validation of the predicted results were randomly 
segregated. A random segregation was applied as it was 
expected to eliminate any systematic bias in the data, as 
well as to sample all possible aspects of data variability in 
a given set of observations [13]. 

2.2 Multiple Regression Analysis

The data marked for artificial neural network training 
and verification were used to separately develop the 
multiple-regression-technique coefficients for sea-surface 
wind speed and sea-surface temperature. These were then 
utilized for multiple-regression technique estimation of 
sea-surface wind speed and sea-surface temperature for the 
data marked for artificial neural network predictions to have 
an inter-comparison. The general form of this is given as

	 1 2 3Geophysical Parameter B B BA BT CT DT= + + +

	 3 4 5 6 7 8B B B B B BDT ET FT GT HT IT+ + + + + + ,	 (5)

Figure 3a. A scatter plot of the multi-frequency scan-
ning microwave radiometer estimations obtained using 
the artificial neural network and the multiple-regres-
sion technique and the corresponding collocated buoy 

observations for wind speed.

Parameter A B C D E F G H I
WS 61.003 –0.211 –0.056 0.013 0.260 –0.324 0.108 –0.016 0.034
SST 11.328 –0.041 0.026 0.055 –0.026 –0.005 –0.043 0.126 –0.037

Table 1. The regression coefficients used for obtaining sea-surface wind speed and sea-surface tem-
perature from multi-frequency scanning microwave radiometer BT  values  and buoy observations.

Figure 3b. A scatter plot of the multi-frequency scan-
ning microwave radiometer estimations obtained 

using the artificial neural network and the multiple-
regression technique and the corresponding collocat-

ed buoy observations for sea-surface temperature.
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@where 1BT  to 8BT  correspond to the BT  values for the 
6.6v GHz, 6.6h GHz, 10.6v GHz, 10.6h GHz, 18v GHz, 
18h GHz, 21v GHz, and 21h GHz channels (with “v” and 
“h” representing the vertical and horizontal polarizations, 
respectively). The regression coefficients for sea-surface 
wind speed and sea-surface temperature and the eight BT  
values (in both polarizations) as developed for the present 
work are given in Table 1.

3. Results and Discussions

Following the artificial neural network and multiple-
regression technique model formulations, their performance 
was evaluated based on a comparison of 25% (229) of 
the sea-surface wind speed and sea-surface temperature 
values determined by the artificial neural network and 
multiple-regression techniques with values determined 
using collocated ocean buoy observations. We made sure 
this 25% of the data set was not part of the training and 
verification steps of the artificial neural network model 
formulation. Statistical analysis of the comparison indicated 
a correlation (R) of 0.56 and a root-mean-square error 

(RMSE) of 1.97 m/s for the sea-surface wind speed values 
obtained from the artificial neural network compared to 
the buoy observations. We found a correlation (R) of 0.39 
and a root-mean-square error (RMSE) of 2.36 m/s for the 
sea-surface wind speed values obtained from the multiple-
regression technique compared to the buoy observations. 
The correlation was 0.52 with a root-mean-square error of 
0.75°C for the values of sea-surface temperature obtained 
from the artificial neural network and the corresponding 
buoy observations. The correlation was 0.45 with a root-
mean-square error of 0.80°C for the values of sea-surface 
temperature obtained from the multiple-regression technique 
and the corresponding buoy observations.

The scatter plots of data between the artificial neural 
network estimations and the buoy values are provided in 
Figure 3. The statistical analyses, including the number 
of observations out of the total number of available 
observations for each month that were used for validation, 
are presented in Table 2. 

A histogram analysis of the bias of the artificial neural 
network estimations compared to the buoy observations 

Parameter
WS SST

(ANN vs. Buoy) (MRT vs. Buoy) (ANN vs. Buoy) (MRT vs. Buoy)

RMSE 1.97 (m/s) 2.36 (m/s) 0.75 (°C) 0.80 (°C)
R 0.56 0.39 0.52 0.45

Slope 0.36 0.17 0.26 0.21

Intercept 3.10 3.99 21.16 22.58
Bias –0.25 (m/s) –0.12 (m/s) 0.04 (°C) 0.05 (°C)

Table 2. (continued).

No. of 
Obs. for 

Validation
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Tot.

8 12 8 5 14 13 11 26 22 32 42 36 229
Total Obs. 43 49 43 25 66 56 46 77 96 140 137 140 918

Table 2. The statistical analyses 
of the artificial neural network 
and multiple-regression tech-
nique based multi-frequency 
scanning microwave radiom-
eter sea-surface wind speed 

and sea-surface temperature 
estimations, and the corre-

sponding buoy observations, 
for a set of 229 observations.

Figure 4b. The error histograms (ANN-Buoy 
and MRT-Buoy) for sea-surface temperature.

Figure 4a. The error histograms (ANN-
Buoy and MRT-Buoy) for wind speed.
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(ANN-buoy) of the two parameters (Figure 4) indicated 
that ~69% of the sea-surface wind speed values estimated 
by the artificial neural network were within an error of 2±
m/s, and 89% were within 3± m/s, when compared with 
the buoy values. 67% of the sea-surface wind speed values 
estimated by the multiple-regression technique were within 
an error of 2± m/s, and 86% were within 3± m/s, when 
compared to the buoy values. Similarly, for the case of 
the sea-surface temperature, ~50% of the artificial neural 
network estimations were within 0.5± ° C, 81% were within 

1± °C, and 95% could be estimated within 1.5± ° C error, 
as compared to the buoy sea-surface temperatures. Again, 
for the case of the sea-surface temperature, 54% of the 
multiple-regression technique values were within 0.5± °
C, 75.4% were within 1± °C, and 93% could be estimated 
within 1.5± ° C error, as compared to the buoy sea-surface 
temperatures.

The monthly averaged variations of sea-surface wind 
speed and sea-surface temperature for the artificial neural 
network estimations and corresponding buoy observations 
during 2000 (using the validation data) are shown in Figures 
5a and 5b, respectively. High sea-surface wind speeds were 
observed during the southwest monsoon (June-September), 
whereas higher sea-surface temperature was observed 
during the pre-summer monsoon months of April and May. 

Overall, there was a good match between the artificial 
neural network estimations and the buoy observations, 
except for the months of April and May for sea-surface 

temperature, and March and April for sea-surface wind 
speed. It may be noted here that the number of observations 
that were used for the artificial neural network model 
formulation for these months was quite lower, owing to 
the very low number of collocated data available for these 
three months. Correspondingly, the number of validation 
data sets was only 8, 5, and 13 for March, April, and May, 
respectively. 

From the statistical analysis of the results (Table 2), 
among other observations it was observed that the slope 
was quite lower than one. To be operational, any algorithm 
must strive to get a slope closer to one. Furthermore, the 
geophysical algorithms also need to be based on in situ 
match-up data that are representative of a wide range of 
locations, and conditions. Otherwise, the retrieval algorithm/ 
methodology will be biased towards conditions represented 
by the match-up data where it performs well, while its 
performance may be much poorer in other conditions [21]. 
This is possible once a large data set covering wide spatial 
variability and a large temporal range is considered for the 
artificial neural network model formulation. However, this 
was beyond the scope of the present work, which utilized 
a total of just 689 available collocated data sets, spanning 
just a one year period, owing to limitations in terms of the 
multi-frequency scanning microwave radiometer coverage, 
operational duration, etc. Based on a comparative assessment 
of sea-surface temperature and sea-surface wind speed 
over the Indian Ocean from TMI [the Tropical Rainfall 
Measuring Mission’s (TRMM) Microwave Imager], the 
multi-frequency scanning microwave radiometer, and ERA-
40, it was also concluded that despite the multi-frequency 
scanning microwave radiometer having a lower-frequency 
channel, the bias and standard deviation were large compared 
to those of TMI [9]. Furthermore, a large bias at low winds 
in the case of the multi-frequency scanning microwave 
radiometer was observed. This was attributed to the possible 
poorer sensitivity of microwave emissivity variations at low 
sea-surface wind speeds [9]. These issues are thus innate to 
the multi-frequency scanning microwave radiometer, and 
are likely to figure in any retrievals utilizing the IRS-P4 
multi-frequency scanning microwave radiometer. These 
further support the results obtained in the present work. 

Further improvement in the present artificial neural 
network results obtained is possible by adopting a bias-
correction strategy for the retrieved parameters. However, 
the results have been presented as they are to highlight 
the utility of the artificial neural network technique for 
simultaneous retrieval of geophysical parameters, although 
subject to certain limitations. Additionally, the collocation 
criteria used in this work for multi-frequency scanning 
microwave radiometer BT  and buoy observations was a 
spatial search radius of ~1.5° and within a duration of 
three hours (discussed in Section 2). It is therefore quite 
likely that any rainfall event resulting in sea-surface 
temperature cooling or high winds that are short-duration 
events could have easily escaped detection by the multi-
frequency scanning microwave radiometer, even within the 

Figure 5. The monthly mean values of (a) sea-surface 
wind speed, and (b) sea-surface temperature from 
the buoys, the artificial neural network, and the 

multiple-regression technique during the year 2000.
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collocation criteria. Swain et al. [22] did in fact show such 
likely events but for modeled parameters. Within above-
discussed limitations, the potential of the artificial neural 
network approach in simultaneously estimating multiple 
geophysical parameters such as sea-surface wind speed 
and sea-surface temperature from microwave-radiometer-
measured BT  is evident from the work. This can possibly 
be made operational for existing and future satellite-based 
microwave sensors.

Additional validation of the artificial neural network 
technique can be carried out by comparison of the results with 
TMI sea-surface temperature and SSM/I winds. However, 
since the emphasis is on the artificial neural network retrieval 
of sea-surface wind speed and sea-surface temperature 
considering the multi-frequency scanning microwave 
radiometer on Oceansat-1, more comprehensive work in 
this direction involving adequate data coverage, probably 
from other available microwave radiometers, could be 
taken up in the future. As an immediate validation of the 
artificial neural network results, the sea-surface temperature 
and sea-surface wind speed obtained from the artificial 
neural network were compared with those obtained using 
the multiple-regression technique, a standard method used 
for satellite retrievals. The author would definitely like to 
carry out a similar study as a future study aimed towards 
an operational algorithm. 

4. Conclusions

A radial-basis-function-based artificial neural network 
model was used to simultaneously retrieve sea-surface 
wind speed and sea-surface temperature from BT  values 
of the multiple channels of a multi-frequency scanning 
microwave radiometer. The values estimated by the 
artificial neural network model were within acceptable 
limits of error when compared with buoy observations. The 
present work involved only a year-long data set, consisting 
of 918 collocated cases for the IRS-P4 multi-frequency 
scanning microwave radiometer. This work was meant 
to demonstrate the utility of the artificial neural network 
approach in simultaneously obtaining multiple geophysical 
parameters (here, the sea-surface wind speed and sea-
surface temperature) from the BT  of the multi-frequency 
scanning microwave radiometer. The performance of the 
artificial neural network approach was also found to be 
better than multiple-regression-technique results. However, 
a better-performing artificial neural network model could 
be developed with more collocated in situ observations, 
spanning larger and more widely varying sea-surface 
conditions and corresponding sensor responses. A similar 
technique may also be used for other microwave radiometers, 
provided more collocated in situ observations over the global 
oceans are available, covering larger spatial and temporal 
extents. It may be noted that even though microwave 
radiometers can be utilized to obtain sea-surface temperature 
even under cloudy conditions – unlike infrared channels, 

which are suitable only under clear-sky conditions, owing 
to the limitations of infrared remote sensing – the accuracy 
of sea-surface temperature derived from the microwave 
sensor is less, and has poor spatial resolution.

5. Acknowledgements

The author would like to thank the Director, National 
Remote Sensing Centre (NRSC), and colleagues of ECSA, 
NRSC, for their support and encouragement. Various 
institutions, such as NRSC, RSS, SAC, and NIOT, are 
gratefully acknowledged for providing the datasets. Thanks 
are also due to Dr. B. Jena, NCAOR, for his suggestions 
on the data pre-processing. An earlier version of this work 
was presented at the URSI-IGARSS-2011 [23]. The present 
article is a more detailed and updated version, and also 
includes additional analysis such as the comparison of the 
multiple-regression technique. The anonymous reviewers 
and the editor are gratefully acknowledged for their critical 
comments and suggestions, which have helped in further 
improving the quality of the work presented here.

6. References

1.	 P. S. Desai, H. H. Gowda, and K. Kasturirangan, “Ocean 
Research in India: Perspective from space,” Current Science, 
78, 3, February 2000, pp. 269-278.

2.	 P. C. Joshi, C. M. Kishtwal, B. Simon, M. S. Narayanan, S. R. 
H. Rizvi, and R. K. Bansal, “Impact of ERS-1 Scatterometer 
Data in Medium Range Forecasting (Cyclone and Monsoon),” 
Indian Space Research Organization Special Publication, 
Bangalore, India, 1998, ISRO-SAC-SR-43–98, p. 44.

3.	 M. R. Craig, and D. B. Chelton, “A Satellite-Derived Climatol-
ogy of Global Ocean Winds,” Remote Sensing of Environment, 
105, 3, December 2006, pp. 221-236.

4.	 D. Swain, “Estimation of Mixed Layer Depth using Artificial 
Neural Networks,” M. Phil. Dissertation, Vinayaka Mission’s 
Research Foundation, India, April 2006.

5.	 B. Jena, D. Swain, and A. Tyagi, “Application of Artificial 
Neural Networks for Sea-Surface Wind-Speed Retrieval From 
IRS-P4 (MSMR) Brightness Temperature,” IEEE Geosciences 
and Remote Sensing Letters, 7, 3, July 2010, pp. 567-571, 
DOI: 10.1109/LGRS.2010.2041632.

6.	 B. S. Gohil, A. K. Mathur, and A. K. Varma, “Geophysical Pa-
rameter Retrieval Over Global Oceans from IRS-P4 (MSMR),” 
Preprints, Fifth Pacific Ocean Remote Sensing Conf., NIO, 
Goa, December 2000, pp. 207-211.

7.	 M. M. Ali et al., “Validation of Multi-Frequency Scanning 
Microwave Radiometer Geophysical Parameter Data Products,” 
Preprints, Fifth Pacific Ocean Remote Sensing Conf., NIO, 
Goa, December 2000, pp. 82-191.

8.	 T. Misra, A. M. Jha, D. Putervu, J. Rao, D. B. Dave, and S. 
S. Rana, “Ground Calibration of Multifrequency Scanning 
Microwave Radiometer (MSMR),” IEEE Transactions on 
Geoscience and Remote Sensing, 40, 2, February 2002, pp. 
504-508.



The Radio Science Bulletin No 347 (December 2013)	 39

9.	 A. Parekh, R. Sharma, and A. Sarkar, “Comparative Assessment 
of Surface Wind Speed and Sea Surface Temperature over 
the Indian Ocean by TMI, MSMR, and ERA-40,” Journal of 
Atmospheric and Oceanic Technology, 24, 6, June 2007, pp. 
1131-1142.

10.	Y. R. Rao, and K. Premkumar, “A Preliminary Analysis of 
Meteorological and Oceanographic Observations During the 
Passage of a Tropical Cyclone in Bay of Bengal,” NIOT Tech. 
Rep. NIOT-NDBP-TR 001/98, 1998.

11.	V. Krasnopolsky and H. Schiller, “Some Neural Network 
Applications in Environmental Sciences Part I: Forward 
and Inverse Problems in Satellite Remote Sensing,” Neural 
Networks, 16, 3-4, April-May 2003, pp. 321-334.

12.	M. M. Ali, D. Swain, and R. A. Weller, “Estimation of Ocean 
Sub-Surface Thermal Structure from Surface Parameters: A 
Neural Network Approach,” Geophysical Research Letters, 31, 
20, October 2004, L20308, DOI: 10.1029/ 2004GL021192.

13.	D. Swain, M. M. Ali, and R. A. Weller, “Estimation of Mixed 
Layer Depth from Surface Parameters,” Journal of Marine 
Research, 64, 5, September 2006, pp. 745-758.

14.	F. Aires, C. Prigent, W. B. Rossow and M. Rothstein, “A 
New Neural Network Approach Including First Guess for 
Retrieval of Atmospheric Water Vapor, Cloud Liquid Water 
Path, Surface Temperature, and Emissivities Over Land from 
Satellite Microwave Observations,” Journal of Geophysical 
Research, 106, D14, July 2001, pp. 14887-14907.

15.	B. G. Vasudevan, B. S. Gohil, and V. K. Agarwal, 
“Backpropagation Neural-Network-Based Retrieval of 
Atmospheric Water Vapor and Cloud Liquid Water from 
IRS-P4 MSMR,” IEEE Transactions on Geoscience and 
Remote Sensing, 42, 5, May 2004, pp. 985-990.

16.	R. M. Gairola, S. Pokhrel, A. K. Varma and V. K. 
Agarwal, “Multiparameter Microwave Retrieval Algorithms: 
Performance of Neural Networks,” Current Science, 91, 10, 
November 2006, pp. 1382-1387.

17.	L. Meng, Y. He, J. Chen, and Y. Wu, “Neural Network Retrieval 
of Ocean Surface Parameters from SSM/I Data,” Monthly 
Weather Review, 135, 2, February 2007, pp. 586-597.

18.	V. Krasnopolsky, L. C. Breaker, and W. H. Gemmill, “A 
Neural Network as a Nonlinear Transfer Function Model for 
Retrieving Surface Wind Speeds from the Special Sensor 
Microwave Imager,” Journal of Geophysics Research, 100, 
C6, June 1995, pp. 11 033-11 045.

19.	S. Haykin, “Neural Networks: A Comprehensive Foundation, 
Second Edition,” Singapore, Pearson Education Asia, 2002, 
pp. 842.

20.	D. S. Broomhead and D. Lowe, “Multivariable Functional 
Interpolation and Adaptive Networks,” Complex Systems, 2, 
3, 1988, pp. 321-355.

21.	I. S. Robinson, “The Methods of Satellite Oceanography,” in 
Discovering the Ocean from Space, Berlin, Springer Praxis 
Books, 2010, pp. 07-67, DOI: 10.1007/978-3-540-68322-3_2.

22.	D. Swain, S. H. Rahman, and M. Ravichandran, “Comparison 
of NCEP Turbulent Heat Fluxes with in situ Observations Over 
the South-Eastern Arabian Sea,” Meteorology and Atmospheric 
Physics, 104, 3-4, July 2009, pp. 163-175, DOI 10.1007/
s00703-009-0023-x. 

23.	D. Swain, “Simultaneous Retrieval of Sea Surface Wind Speed 
and Sea Surface Temperature from a Multi-Frequency Scanning 
Microwave Radiometer,” URSI-IGARSS-2011Conference 
Proceedings, March 2011.



40	 The Radio Science Bulletin No 347 (December 2013)

On the Road Towards Green Radio

Jacques Palicot 
1, Honggang Zhang 2, and Christophe Moy 1

1 SUPELEC/IETR
Avenue de la Boulaie CS 47601
35576 Cesson-Sévigné, France

e-mail: jacques.palicot@supelec.fr; christophe.moy@supelec.fr.

2 Université Européenne de Bretagne & SUPELEC
Avenue de la Boulaie CS 47601
35576 Cesson-Sévigné, France; 

e-mail: honggang.zhang@supelec.fr

This is an invited paper from Commission C

Abstract

Decreasing the energy consumption of future wireless 
communication networks and improving their energy 
efficiency is demanding ever-growing attention around 
the world. Making ICT (information and communications 
technology) equipment and applications “greener” in terms 
of energy consumption and electromagnetic radiation will 
not only help telecommunication companies to attain their 
sustainable profitability, but will also have a profound 
positive impact on the global environment and human 
society. This article accordingly introduces the basic concept 
and features of green radio, and the relevant fundamental 
solutions for increasing energy efficiency at the network 
as well as the component levels. Moreover, the key role of 
cognitive green radio has been strengthened for improving 
energy efficiency, within which several representative 
learning algorithms, decision-making techniques, and design 
tools are thoroughly discussed, with power-consumption 
constraints. Finally, the electromagnetic-pollution issue 
in the scenario of opportunistic spectrum access (OSA) is 
also investigated. 

1. Introduction

Not so many years ago, environmentally friendly 
sustainable development was the preoccupation of only 
environmental and ecological organizations. However, 
sustainable development has become a global paramount 
challenge and an aspiration of long-term civilization 
development for all human beings, since the Resolution 
42/187 of the United Nations General Assembly, passed in 
December 1987. The Brundtland Commission of the United 
Nations (UN) has defined sustainable development as that 

development that “meets the needs of the present without 
compromising the ability of future generations to meet 
their own needs.” From then on, several United Nations’ 
conferences (from Rio de Janeiro, 1992, to Copenhagen, 
2009) have continually confirmed that this important issue 
must be on top of the agenda, and that the most obvious 
aspects and challenges of sustainable development are both 
the planet Earth’s climate change, and the ever-growing 
CO2 emission. 

Currently, 3% of the world-wide energy is consumed 
by the ICT (information and communications technology) 
infrastructures, which generate about 2% of the world-wide 
CO2 emissions. As surprising as it may seem, this figure 
is comparable to the world-wide CO2 emissions from all 
commercial airplanes, or one-quarter of the world-wide 
CO2 emissions from all vehicles. Moreover, the information 
and communications technology sector’s carbon footprint 
is expected to quickly grow to 1.4 gigaton CO2 equivalents 
by 2020, which represents nearly 2.7% of the overall 
carbon footprint from all human activities. These values of 
carbon footprint, which have been validated by a number 
of scientific studies and measurements around the world, 
are extremely surprising [1]. The European Council has 
therefore set forth a critical target, known as the “20 20 
by 2020” initiative, which calls for a reduction of 20% in 
greenhouse gases (GHG) and a 20% share of renewable 
energies in the EU’s energy consumption by 2020 [2].

There is no doubt that the telecommunications and 
information community is today facing huge challenges, 
but also embracing great opportunities. The enormous 
demand for ubiquitous wireless services has been on the 
rise in past years, and is ever growing with the proliferation 
of multimedia-rich mobile communication devices (e.g., 
smart phones). The volume of transmitted data continues to 
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explode by a factor of approximately 10 every five years. 
Accordingly, the energy consumption, which is necessary 
for transporting this data, is increasing by 16% to 20% per 
year. This unprecedented thirst for increased data rates is 
resulting in a huge need for an ever-increasing capacity-
density in broadband telecommunications networks. Even 
though this has been hugely beneficial for the development 
of contemporary society, this has also resulted in an 
unsustainable increase in systems’ complexity, energy 
consumption, and a burgeoning environmental footprint. 
There is a worldwide concern that if the aggregated energy 
consumption of all networking systems and devices followed 
the astonishing growth trajectories of all Internet traffic (i.e., 
about 50% per year), then the associated environmental 
and economical consequences would lead to a daunting 
nightmare. A global consensus is therefore now taking shape 
to say that the information and communications technology 
industry has emerged as one of the major contributors to 
the world’s power consumption and to the emission of 
greenhouse gases. An ever-increasing awareness of the 
potential environmental impact induced by the emission 
of greenhouse gases and the exhaustion of non-renewable 
energy resources also spurs the need to improve the energy 
efficiency of the telecommunication systems. 

In addition to the environmental concerns, 
telecommunication network companies would also benefit 
from reducing the power consumption of their networks 
from a business point of view. Recently, it has been reported 
that energy costs could account for as much as half of a 
mobile-service-provider’s annual operating expenses. A 
significant proportion of the overall cost reduction and 
significant savings in capital expenditure (CapEx) and 
operational expenditure (OpEx) can therefore be achieved 
through improved energy efficiency. In this context, the 
information and communications technology sector is 
expected to play a major active role in the reduction of 
world-wide energy consumption, through the optimization 
of energy generation, transportation, and consumption [3]. 

Making information and communications technology 
equipment and applications “greener” in terms of energy 
consumption can undoubtedly not only have a tangible 
positive impact on the environment, but can also help 
telecommunication companies to attain long-term 
profitability. Moreover, energy-efficient communications 
and networks can help the world to reduce its dependence 
on fossil fuel, enable on-demand response and fluent energy-
resource distribution, and ultimately achieve sustainable 
prosperity around the world. As illustrated in Figure  1, 
the long-term evolution roadmap of the next-generation 
telecommunications systems from 2G, 3G, 4G, to 5G 
is strongly expected to point to the energy-efficiency 
dominated era from now on.

In summary, lowering the energy consumption of 
future telecommunication systems while increasing their 
total energy efficiency is demanding greater attention, not 
only within government, industry, and standardization 
bodies, but also among international research communities. 
Moreover, another big challenge of future wireless-
radio-communications systems is to globally reduce 
electromagnetic radiation levels so as to achieve a better 
coexistence of the various wireless systems (interference 
alignment and harmonization), but also to reduce human 
exposure to harmful radio radiation.

 
The rest of the paper is organized as follows. The 

following section first introduces the metrics to characterize 
green features. It second introduces some solutions for 
increasing energy efficiency, both at the network and 
component levels. The third section briefly recalls the 
cognitive radio (CR) concept. It then introduces the cognitive 
green radio (CGR) concept we proposed in order to tackle 
the energy-efficiency problem. In the fourth section, we 
then deal with some remaining challenges that are very 
important to tackle from our point of view, so as to reach 
cognitive green radio. In particular, we will discuss decision-
making techniques with green constraints, electromagnetic 

Figure 1. The evolution from coverage- and capacity-driven telecom-
munications to energy-efficient green radio communications.
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pollution, and the tools used to design cognitive green radio 
equipment. Finally, section five concludes this article.

2. Some Studies

The classification of Figure  2, proposed by Luis 
Suarez, Loutfi Nuaymi, and Jean-Marie Bonnin in [4], seems 
very appropriate for presenting the different solutions for 
tackling the green problem. Referring to their sharing in the 
layers of the model, we will present solutions at the network 
level, equipment level, hardware level, etc. Before listing the 
different solutions for green radio, in the first section of the 
paper we will consider the characterization of their energy 
efficiency, and more generally, the characterization of the 
green features and the relevant metrics for measuring them.

2.1 Metrics for Characterizing the 
Green Feature

In this section, we deal with the basic definition of 
green energy metrics for wireless communications, so 
as to characterize the green behavior of a radio system. 
These metrics will also be used to qualify and quantify 
the effectiveness of the techniques used for improving the 
green aspect (mainly, to decrease the power consumption).

The metric which has been commonly proposed is 
the bit/s/Joule, which corresponds to the bit rate per Joule 
[6]. We also find the metric bit/s/Hz/Joule, which represents 
the traditional spectrum efficiency with respect to power 
consumption, in use. More generally, energy-efficiency 
metrics correspond to the ratio of a benefit or utility criteria 
to the cost in terms of power consumption. The utility criteria 
may be the throughput, the coverage, the bits successfully 
transmitted, etc. For example, in [7] the authors studied 
the best power-allocation policy in MIMO channels for 
optimizing the energy function. It should be noted that 
the utility criteria depends on the segment considered in 
the wireless network. At the hardware component level, 
high-power amplifiers (HPA) are the most interesting 
elements to consider, since they generally have a very low 

energy efficiency [9]. A lot of papers have presented and 
discussed different ways to improve this efficiency (see 
Section 2.2.2). At the execution-platform level, metrics 
such as MIPs/W or MFLOPS/W are traditionally used 
by the electronic community. At the base-station (BS) 
level, the commonly used metric is the bit/s/Hz/Joule or 
the bit/s/Hz/W, respectively for its energy consumption or 
energy efficiency. From the overall network perspective, 
the coverage should be considered, which means that the 
surface area (expressed in square meters) should be included 
in the metrics [10].

Very often, techniques for decreasing power 
consumption consider only the power consumed at the 
transmission side. If this power transmission is clearly 
dominant in the global power consumption of any wireless 
transmission system, the power consumption of equipment 
and hardware of the network should also be considered. 
Some green improvement techniques may deteriorate the 
quality-of-service (QoS), which is generally not acceptable. 
In this context, authors of [8] did a very interesting study 
in order to find the best energy efficiency while keeping 
the right quality-of-service. This study resulted in four 
different tradeoffs. However, as mentioned by the same 
authors, these tradeoffs have to be further investigated in 
cases featuring more realistic situations than that of the sole 
point-to-point transmission case they studied. 

2.1.1 Spectrum Efficiency (SE)/
Energy Efficiency (EE) Tradeoff

These two criteria are very often contradictory. Starting 
from the Shannon formula, we may use the expression 
of the transmission rate, R, given by Equation (1), where 
P, 0N , and W are the transmitted power, the noise PSD 
(power spectral density), and the bandwidth, respectively: 
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Figure 2. The classification proposed by Suarez, Nuaymi, 
and Bonnin in [4], used with the authors’ permission.
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In fact, taking into account the expressions of the spectrum 
efficiency and energy efficiency (Equations (2) and (3)), 
we may also deduce the relationship between spectrum 
efficiency and energy efficiency (Equation (4)):
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The curve of this relationship is given in Figure 3a, from 
which it is clear that when the spectrum efficiency increases, 
the energy efficiency decreases. This curve is exact only 
for the simple “point-to-point transmission over an AWGN 
[additive white Gaussian noise] channel” case. The spectrum 
efficiency as a function of energy efficiency relationship 
becomes more complicated in realistic conditions.

2.1.2 Bandwidth Efficiency (BE)/
Power Consumption (PC) Tradeoff

In the school case of a point-to-point link, the 
relationship between these two criteria (bandwidth 
efficiency and power consumption) is given by Equation (5), 
from [8], and the curve is given in Figure 3b:

	 0 2 1
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In this ideal situation, increasing the bandwidth efficiency 
results in having a lower power consumption. However, in 
realistic conditions, this relationship again becomes more 
complicated.

2.1.3 Delay/Power Consumption 
(PC) Tradeoff

One of the critical metrics of quality-of-service at the 
applications/services level is the delay. In the theoretical 
case of a point-to-point link over an additive white Gaussian 
noise channel, if the accepted delay increases, then the 
power consumption decreases. This tradeoff is represented 
in Figure 3b. However, in more realistic conditions, this 
tradeoff is one again more complicated to analyze.

2.1.4 Deployment Efficiency (DE)/ 
Energy Efficiency (EE) Tradeoff

The deployment cost is a very important measure 
for a telecommunications company. It comprises the 
infrastructure costs, energy cost, operation cost, and 
maintenance cost. In Figure 3a, it is clear that the deployment 
efficiency increases when the energy efficiency decreases. 

2.2 Solutions to Increase Energy 
Efficiency

In this section, it is not our key objective to give a 
new, complete overview of techniques and approaches for 
improving energy efficiency in wireless networks. Rather, 
it is a summary more or less based on the very interesting 
existing overviews given in [4, 5, 11]. In particular, we will 
use the classification of [4] as presented in Figure 4. We 
will conclude this section by showing that cognition and 
learning, the two preeminent aspects of cognitive radio, are 
very efficient for increasing energy efficiency.

Figure 3. A schematic view of the tradeoffs in the ideal case for: (a) energy efficiency (EE) and spectrum efficiency (SE)/
deployment efficiency (DE), and (b) power consumption (PC) and bandwidth efficiency (BE)/delay (DL), from [8].
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2.2.1 At the Network Level

This subsection includes the CLA (cell layout 
adaptation) and the RRM (radio resource management) 
layers of Figure 2. The approaches at this level comprise 
the various solutions that can be used during network 
deployment, as well as their corresponding solutions that 
adapt the cells to existing traffic. In this context, we may 
cite strategies considering the cell’s coverage reduction 
and the deployment of multi-tier cells, which include 
microcells, picocells, and femtocells, etc. Femtocells are 
mainly considered in indoor deployment. 

During the network’s running operation, and 
depending on the real traffic, cell shaping are techniques 
that adapt the cell coverage according to the traffic inside the 
cell. Among these techniques, we can find the “traditional” 
base-station switch on/off approach. In [22], the authors 
characterized the amount of energy that can be saved by 
switching off the cells experiencing low traffic. In [23], 
the authors studied a similar problem while modeling the 
traffic pattern in the network. From [29], it is possible to 
reduce the energy consumption by about 25% or even 30%. 
Another attractive solution to performing cell adaptation 
is cell breathing. 

In the literature we found many other techniques that 
claim to allow a decrease in energy consumption. Among 
them, relaying techniques have been proposed with different 
approaches: relays may be repeaters or they may be nodes 
(whatever it is, mobile or base station, etc.) of the mobile 
network [12-14]. Another very popular technique is the so-
called massive MIMO [15, 16], initially proposed within 
the GreenTouch project [17]. The massive MIMO technique 
dramatically increases the number of antennas at the base 
station (10 times the number of active users), and provides 
the ability to transmit the data by means of narrow beams. 
This drastically reduces the transmitted power by reducing 
the energy spent on channel training, and is therefore well 
suited for TDD technologies [18, 28]. The results show 
that the energy efficiency gains can still be verified when 
one takes into account the hardware discrepancies [19-21]. 

2.2.2 At the Component Level

If we consider the graph of Figure  4, we can see 
that about 30% of the base-station’s power consumption 
is due to the high-power amplifier and the associated 
cooling. Depending on the various on-site implementation 
technologies, this value may reach 50% [25]. This 
explains the existence of a huge literature dedicated to the 
optimization of high-power amplifiers. This long-lasting 
problem may be tackled at different levels [24]:

•	 At the circuit and architecture levels: In fact, 
manufacturers have tried to improve the linearity and 
the efficiency curves of their high-power amplifiers, 
both at the electronic level as well as at the architecture 
level [25, 26]. For example, as in [27], an architecture 
featuring several Doherty steps may reach a theoretical 
efficiency of 70%.

•	 At the signal processing level: It is possible to decrease 
the peak-to-average power ratio (PAPR) so that it can 
decrease the input back-off (IBO), which results in an 
increase in energy efficiency. There exist many survey 
papers that describe many possible techniques to deal 
with peak-to-average-power-ratio mitigation [24, 30]. 
It is also possible to study new efficient orthogonal 
waveforms that by definition have a low peak-to-average 
power ratio. 

At this component level, we also need to consider the 
hardware’s execution platform. A lot of work have been 
performed by the microelectronics industry in order to 
decrease the consumption of electronics. Since the 65 nm 
CMOS technology emerged, it was stated in [50] that the 
leakage-power consumption is strongly correlated to the 
circuit area. Consequently, as shown by Figure  5 from 
[50], this leakage-power consumption should no longer be 
negligible. A new tradeoff between parallelism and power 
consumption should therefore be found. This was discussed 
in [48], for example. Practical solutions, using temperature 
and the moving of functions to decrease the leakage-power 
consumption, were also discussed in [49].

Figure 4. The division of 
power consumption at the 

base station.
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2.3 Other Solutions Based on 
Cognitive Radio

Radio communications have a lot to offer with respect 
to the performance improvement of the energy-efficiency 
of the future networks. In 2005 [31] and in 2008 [32] 
pointed out that intelligence is a key word when dealing 
with green-communications problems (energy efficiency, 
radio-spectrum pollution, interference control, etc.). 
They proposed to use cognitive radio [40] as an enabling 
technology for realizing green-radio communications 
[34, 35]. The so-called cognitive green radio (CGR) is an 
emerging research subject within a number of academic 
communities (GREENTIC WS, ISCIT conference, COST 
0902 action, etc.). The number of relevant papers is 
increasing, as well [35-38, 44, 45].

From now on, the rest of this paper will be mainly 
devoted to cognitive green radio and the relevant approaches. 

3. Cognitive Green Radio

As early as 1999, the term cognitive radio was first 
coined by Joseph Mitola III [40]. Mitola argued that 

	 ...radio will become more and more autonomous, and 
thanks to the support of flexible technology, namely 
Software Defined Radio (SDR), will acquire some self-
autonomy to dynamically modify its functionality....

Cognitive radio is therefore an intelligent digital 
reconfigurable radio that can sense and understand its local 
radio spectrum’s environment, identify temporarily vacant 
spectrum, and opportunistically use it. It can thus offer a 
great potential of providing higher-bandwidth services, 
but also increasing spectrum efficiency and mitigating 
the spectral “bottleneck” problem within the traditional 
centralized static spectrum management.

Basically, cognitive radio relies on a cognitive cycle, 
which can be summarized in three key steps [32, 37]:

•	 Observe (sense): all the sensing means of a cognitive 
radio with respect to the operating environment.

•	 Decide (learn, plan, and decide): implies various kind of 
intelligence, including learning, planning, and decision 
making.

•	 Act and adapt: reconfigures the radio, designed with 
software-defined radio functionalities, in order to be 
as flexible as possible. 

A simplified view of the representative cognitive cycle is 
described in Figure 6.

As mentioned before, it has been pointed out 
that intelligence is a key word when dealing with 

Figure 5. Power-consumption trends [50].

Figure 6. A simplified view of 
the cognitive cycle [37].
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green communications problems (energy efficiency, 
radio-spectrum pollution, interference control, etc.). 
Cognitive radio could have an important role in being 
the enabling technology for achieving intelligent green 
radio communications and networking. This was shown 
and explained in 2005 [31] and in 2008 [32]. From then 
on, besides opportunistic dynamic spectrum accessing, 
cognitive radio has also been identified as a promising 
disruptive technology, with tremendous potential for 
realizing energy-efficient greener radio communications 
and reducing their carbon footprint [31, 32, 46, 47]. 
Accordingly, a cognitive green radio could be defined as a 
cognitive radio that is aware of the sustainable development 
objectives of both reducing the energy footprint and lowering 
electromagnetic (EM) exposure, and uses these as additional 
critical constraints in the decision-making function of the 
cognitive cycle. 

Until now, on the one hand, the key industrial 
players (telecommunication companies and infrastructure 
manufacturers) have been heavily studying various means 
and architectures for saving power and increasing energy 
efficiency within the framework of ongoing 3G and 4G 
telecommunication systems. On the other hand, cognitive 
radio’s approach for TV’s white-space (TVWS) applications 
was recently initiated commercially. However, considering 
the future 5G telecommunications system, there are global 
interests and ever-growing necessities for designing a 
completely novel architecture and framework and to pave the 
path for disruptive enabling technologies when confronting 
the ever-serious challenges of the balance of spectrum and 
energy efficiency. 

To date, little significant work has been carried out 
in order to bring cognitive radio and green radio together. 
Much of the cognitive-radio activity has mainly focused 
on the assignment of the radio spectrum in the presence of 
primary users, especially in the TV bands, while completely 
ignoring energy efficiency. Moreover, little work has dealt 
with the use of distributed artificial intelligence (learning 
and decision making) used to select spectrum or energy, 
to help reconfigure network topologies, and to manage 
network-wide energy consumption. The cognitive green 
radio approaches proposed here are significantly more 
adventurous in their scope than those of the state-of-the-
art radios. To the best of our knowledge, none of the big 
industrial players has ever been concretely involved in 
research on cognitive green radio. Cognitive green radio 
is in its infancy. It expresses a revolutionary potential and 
roadmap for how energy usage in future generations (5G) 
of broadband wireless networks can be significantly reduced 
through the use of intelligence, in order to help manage 
network reconfiguration.

At first look, it seems contradictory to decrease the 
carbon footprint and to increase the throughput. In fact, 
various telecommunication companies and manufacturers – 
even though they are now aware of the energy-consumption 
problem – would like to increase their throughput, business 

revenue, market sharing, and so on. On the one hand having 
more network capacity and less energy consumption, and 
on the other hand reducing electromagnetic pollution, are 
thus two apparently contradictory future needs. It is our 
ambition to demonstrate that cognitive green radio could 
provide a new degree of freedom towards future greener 
communications that makes a good balance among energy 
consumption (reducing carbon footprint), energy efficiency, 
spectrum efficiency, the control of electromagnetic pollution, 
human exposure, the life cycle of equipment, increase of 
revenue, and sustainability.

Accordingly, it is meaningful to address the research 
challenges relating to the fundamental approach of 
cognitive green radio for solving the previously described 
problems. The first challenges addressed are the design 
and the implementation of an intelligent cooperative 
signal’s processing, as well as learning and decision-
making strategies, so as to decrease the equipment’s 
power consumption and to optimize spectrum utilization 
for achieving the balance of energy-spectrum efficiency. 
As described in the former sections, the basic definition 
of energy-efficiency metrics for wireless communications 
needs to be addressed in order to characterize the greener 
behavior of a specific radio system. Moreover, the application 
of both learning and decision-making algorithms to energy 
efficiency (thanks to the design of an advanced multi-carrier 
waveform’s adaptation, so as to use the high-power amplifier 
of the radio transmitter), and also to spectrum efficiency, 
will play key roles, as well. 

In support of reaching the above strategic long-term 
goal, it is necessary to implement the cognitive green 
radio’s approach to monitor the energy consumption of 
wireless systems. It is also essential to control the power 
switching (on/off) state, and the adaptive reconfiguration 
of both architectures and parameters that are related to the 
power consumption and spectrum harmonization of various 
wireless devices and subsystems that offer this capability. 
In particular, several advanced cognitive approaches, 
such as distributed artificial intelligence strategies, can 
significantly contribute to controlling the network and the 
reconfiguration of resources, taking into account different 
degrees of information and information sharing. Machine-
learning techniques, including reinforcement learning and 
the new technique of transfer learning, are helpful, as well. 

Furthermore, it is meaningful to further extend the 
traditional meaning of green radio to some broader aspects of 
sustainable development of future wireless communications, 
since sustainable development is not limited to the sole 
energy-consumption issue. In our minds, it is necessary 
to further address several social aspects, such as spectrum 
pollution, which may have a significant influence on 
astronomic observations, electromagnetic radiation levels, 
the exposure of the human body to radio radiation, and 
recycling and reuse of information and communications 
technology equipment. The radio spectrum is also considered 
a natural and public resource that should be carefully 
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used, shared worldwide, and efficiently economized. The 
human aspects of the spectrum-pollution problem should 
be taken into account as well, mainly from the point of 
view of head exposure, but also in terms of the acceptance 
of public opinion.

4. Open Problems and Technical 
Challenges

4.1 Decision Making

4.1.1 Generalities on Decision 
Making

Since we consider cognitive green radio to be a sub-
part of cognitive radio, then decision making for cognitive 
green radio does not use any specific tools or approaches. 
The same tools can be used for green purposes as well as 
for any other decision-making purposes in cognitive radio. 
As already stated in the paper, cognitive green radio is 
all about adapting the radio equipment in real time to its 
environment for green purposes. We then recall, in Figure 7, 
the classification of decision making made in [52].

Decisions may be made in an expert manner (Figure 7, 
left-hand side): i.e., the radio knows exactly how to react 
as a function of the input metrics it has sensed from the 
environment. This supposes that the designer of the radio 
has planned all the possible input combinations of the state 
of the environment and the most adapted reaction for each 
of those combinations. Such a level of a priori knowledge 
is only possible for a very simplistic scenario. Note also 
that a bad decision occurs if an error is made with respect 
to the evaluation of the input metrics.

 

The more the decision technique goes towards the 
right-hand side of Figure 7, the less knowledge it has a priori 
(i.e., introduced at design time) from the environment. It 
then has no other possibility but to learn. At the extreme 
right-hand side, we find techniques that can learn from 
scratch, i.e., with no initial knowledge at all [53]. This will 
be discussed in section 4.3.2. Moreover these techniques 
are intrinsically robust to sensing errors, which has been 
proven and demonstrated in the cognitive-radio context [54].

Learning and decision making are thus often merged 
in cognitive radio. It is only a question of a priori knowledge 
that determines how much learning should be included in 
the decision process. The efficiency of such an approach 
has been proven in cognitive radio, and there is no reason 
why it would not improve cognitive radio under green 
constraints. Learning means anticipating. Having more and 
more learning processes in cognitive green radio is also a 
challenge for the latter. 

4.1.2 Decision-Making Algorithms 
for Energy Efficiency

The challenge of the next decade will be to find ways 
to use decision making for green purposes, as it is almost 
a virgin territory. As an example, we chose a context of 
statistical decision making, which enables bypassing at 
run-time some processing by way of a statistical analysis. 
The idea is to statistically model and characterize the radio 
environment using some techniques of statistical inference, 
such as statistical estimation and statistical detection. On 
the basis of the metrics that evaluate the quality of the 
channel and of their statistical characteristics, it can for 
instance be decided whether the equalizer is necessary or 
not, according to the current state of the channel [41]. The 

Figure 7. A classification of already explored decision-making strategies 
for cognitive-radio equipment.
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use of the statistical aspect of the channel’s quality indicators 
allows taking into account the estimation errors of these 
metrics in the decision-making system, which affects the 
decision performance. It is assumed in this example that the 
interference from which the signal suffers is limited to the 
inter-symbol interference caused by the delay dispersion 
of the multipath channel. From this expression, two radio 
metrics are defined for driving the equalizer. The first metric, 

pSNR , represents the signal-to-noise ratio transmitted on the 
path that has the highest energy. The second metric that we 
considered is the power of the inter-symbol interference: ISI. 
A tradeoff is made between a minimum estimation error and 
a minimum computational complexity. The observations of 
these metrics and their statistical parameters are considered 
to determine the decision rule used to decide when to turn 
off the equalizer. Two thresholds of evaluation are defined: 

first, the value of ISI when the BER (bit-error rate) reaches 
a given value, and secondly, the value of SNR under which 
the equalizer degrades the signal’s quality. We determine 
new thresholds of evaluation by fixing a probability of 
false alarm, and by considering the estimation errors of the 
sensors by way of introducing their statistical parameters. 
The decision rule for turning off the equalizer is then 
obtained [41]. Thanks to this approach, Figure 8 illustrates 
the reduction in computational complexity, and consequently 
the potential energy saving, made in a Rician multipath 
channel featuring five paths and a Doppler frequency equal 
to 170 Hz. This corresponded to a mobile user moving at a 
speed equal to 100 km/h, assuming that the carrier frequency 
was 1800 MHz and the transmission time of the frame was 
1 ms. Two options were compared. Option 1 entirely cut 

Figure 8. The reduction of 
computational complex-

ity through turning off the 
equalizer, compared to that 
obtained with a traditional 

design featuring a permanent 
equalizer.

Figure 9. The bit-error rate 
(BER) before and after driving 
the equalizer. Option 2 enables 
keeping a lower bit-error rate
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off the equalizer, including the channel’s estimation, which 
provoked some loss of data when the equalizer was again 
switched on. Option 2 provided a tradeoff between energy 
economy and performance. The energy savings were almost 
the same for a better performance in bit-error rate, as shown 
in Figure 9. Note that the block diagrams for both options 
1 and 2 are detailed in Section 4.4 from the perspective of 
the design of a cognitive radio.

The computational complexity of the receiver chain 
started to decrease when the equalizer was turned off for 
at least 4.36% of the total period of time for option 2, and 
3.9% for option 1. When the equalizer was off during all 
the observation time, the maximum rate of the reduction of 
complexity obtained was 91.26% for option 2, and 95.83% 
for option 1. 

4.2 Cooperative Algorithms

4.2.1 Generalities of Cooperative 
Algorithms

In regard to the networking environment of cognitive 
green radio, which features multiple nodes distributed across 
a certain area, cooperation approaches can play important 
roles for achieving various greener features and advantages. 
These include energy-efficiency improvement by virtue of 
the distributed nodes’ collaboration mechanisms, such as 
swarm intelligence and transfer learning. Swarm intelligence 
is biologically inspired by the collective behavior of social 
insects, for instance ants or bees solving complex tasks such 
as building nests or foraging. It is based on the principle 
of the division of labor where the higher efficiency can 
be achieved by specialized workers performing simple 
specialized tasks in parallel. 

The advantages of cooperation techniques in decision-
making processes are scalability, knowledge transfer, 
fault tolerance, parallelism, and autonomy. Basically, 
collaborative schemes can greatly improve the performance 
of spectrum sensing, power allocation, and interference 
control in a complicated heterogeneous networking 
environment. Moreover, collaborative schemes are also 
suitable for lowering power consumption, interference 
avoidance, and control of electromagnetic pollution in a 
distributed but cooperative mode. The targeted balance of 
energy efficiency and spectrum efficiency can be potentially 
improved by distributed optimization approaches. The 
latter rely on the cooperation of distributed agents (nodes) 
so as to achieve the common optimization goal, with a 
collective complexity out of individual simplicity and 
effective knowledge transfer.

The next section will provide a concrete example 
with in-depth details on how a transfer-learning-based 
cooperation mechanism can be applied to decrease the 
power consumption of mobile cellular networks. 

4.2.2 Example of Transfer 
Reinforcement Learning

Currently, around 80% of the total power consumption 
takes place in radio access networks (RANs), especially 
the base stations (BSs) [42, 43]. The key reason behind 
this phenomenon is that the present deployment of base 
stations is dimensioned on the basis of peak traffic loads, 
and generally stays active irrespective of the variation in 
traffic load, while the traffic loads actually vary heavily. 
Recently, there has been substantial interest and work 
towards traffic-load-aware base-station adaptation. This has 

Figure 10. Transfer learning for reinforcement learning with cooperation, 
in the scenario of the switching operations of base stations.
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validated the possibility of improving energy efficiency by 
means of dynamically adjusting the base station’s working 
status, depending on the predicted variation pattern of the 
traffic loads. Moreover, dynamic base-station switching (on/
off) algorithms that deal with the traffic loads a priori have 
preliminarily proven the effectiveness of energy saving.

However, a reliable prediction of the traffic loads 
is still quite challenging, which makes these approaches 
suffer in practical configurations. Instead of predicting 
the volume of traffic loads, the Markov decision process 
(MDP), which is based on reinforcement learning, can be 
used to model the variation of traffic loads. In particular, a 
solution to the formulated Markov decision process problem 
can be attained by making use of an actor-critic algorithm, 
which is an effective reinforcement-learning approach. One 
advantage of the actor-critic algorithm is that there is no 
necessity to possess any a priori knowledge about the traffic 
loads within the base stations. On the other hand, energy 
savings for mobile cellular networks will significantly 
benefit from an existing local controller for base-station 
switching operations, such as the base station’s controller 
(BSC) in the second-generation (2G) cellular networks, or 
the radio network’s controller (RNC) in the third-generation 
(3G) or LTE (long-term evolution) cellular networks.

As illustrated in Figure 10, a controller for base-station 
switching operations can be designed and implemented 
within the reinforcement-learning framework. The 
controller for base-station switching operations first 
estimates the traffic load’s variations, based on the online 
experience. Consequently, the controller can select one of 
the possible base-station switching operations under the 
estimated circumstance, and then decreases or increases the 
probability of the same action to be selected lately, on the 

basis of the needed cost. Here, the cost primarily focuses on 
the energy consumption due to such a base-station switching 
operation, and also takes into account the quality-of-service 
performance metric in order to secure the user’s experience. 
After repeating the actions and getting the corresponding 
costs, the controller would know how to switch the base 
stations for a specific traffic-load profile. Moreover, with 
the reinforcement-learning model, the resulting base-station 
switching strategy is foresighted, which can improve energy 
efficiency in the long term.

However, a critical challenge may arise, as 
reinforcement-learning approaches usually suffer from 
“the curse of dimensionality,” and handle complex tasks 
with a large set of states and actions slowly. The direct 
application of reinforcement-learning algorithms may 
hence sometimes get into trouble, because a controller for 
base-station switching operations usually takes charge of 
tens or even hundreds of base stations.

 
On the other hand, cooperation mechanisms can 

potentially mitigate the above-mentioned problem by 
utilizing the philosophy and concept of transfer learning 
among the distributed cooperative control nodes (e.g., 
various base-station controllers or radio-network 
controllers). The cognition-inspired transfer-learning 
algorithms – which originally concerned how to recognize 
and apply the knowledge learned from one or more 
previous tasks (source tasks) in order to learn to solve 
more effectively a novel but related task (target task) – are 
intuitively appealing and effective in a cooperative mode. 
The temporal and spatial relevance in the traffic loads across 
various controllers for base-station switching operations 
make it meaningful to transfer the learned information for 
base-station switching operations at historical moments or 

Figure 11. The archi-
tecture of the transfer 
actor-critic algorithm 
(TACT), obtained by 
way of incorporating 

transfer learning into the 
actor-critic algorithm.
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in neighboring regions (source tasks), so as to help to speed 
up the ongoing learning process in the regions of interest 
(target tasks). Specifically, as depicted in Figure 11, the 
learning framework of the base-station switching operation 
can be further enhanced by incorporating the idea of transfer 
learning into the traditional actor-critic algorithm, namely 
the Transfer Actor-CriTic Algorithm (TACT). 

4.3 Electromagnetic Pollution

In this paper, we extend the traditional green radio 
concept, which is generally limited and justified in the context 
of energy consumption, as noted above. This concept can also 
be viewed in a wider sense, such as in the optimization of 
spectrum usage, with the aim of reducing electromagnetic-
radiation levels and enabling the coexistence of multiple 
wireless systems (i.e., less interference), as well as reducing 
human exposure to radiation, in the recycling and reuse of 
information and communications technology equipment, 
and in many other related contexts. This section deals with 
several aspects of electromagnetic pollution that belong to 
the green topic from our point of view.

4.3.1 Generalities

It is important to dedicate bands for astronomy 
observation, for instance. These bands should be neither 
polluted nor jammed by artificial radio signals. Increasing the 
density of already allocated bands so as to keep some bands 
unused can be achieved thanks to opportunistic spectrum 
access (OSA). Opportunistic spectrum access relies on the 
insertion of unlicensed secondary users in the vacant holes 
left by the licensed primary users in the band. Secondary 
users should have a transparent presence for primary users, 
i.e., they should not degrade the primary users’ performance. 
This implies two constraints: a secondary user should not 

use a frequency band a primary user is already using, and 
a secondary user should not pollute primary users if it is 
in an adjacent channel, as stated in the FFC standard on 
TV white space.

Cognitive radio’s opportunistic spectrum-access 
perspectives impose finding modulation schemes that have 
sharp spectrum shapes, so that they can be used to insert 
secondary users that do not interfere with primary users in 
an opportunistic spectrum-access scheme. These techniques, 
such as FBMC [44], are new modulation schemes that 
avoid degrading contiguous bands. This would enable 
enlarging unused bands that could be saved for astronomy 
observation, as well.

Even if there is no evidence of human disease due to 
wireless radio transmissions, we all agree that it is better 
to decrease as much as possible people’s exposure to radio 
emissions. The small cell or femtocell approach may be 
considered a cognitive green radio approach in that sense. 
Public opinion often considers remote base stations a cause 
for this problem, whereas their own phone is much more 
concerned. Indeed, even if it is transmitting less power, it 
is of course much closer to human organs such as the brain, 
for instance. If less power is being transmitted thanks to 
small cells or home cells, the main human exposure to radio 
signals can be mitigated. Home cells consist of relaying 
radio signals outside people’s homes through the ADSL 
network, for instance, and this thanks to an antenna inside 
the home, which can be reached at a very low power.

4.3.2 Upper Confidence Bound 
Example for Opportunistic 

Spectrum Access

The opportunistic spectrum access context may be 
modeled as a multi-armed bandit (MAB) problem. We can 

Figure 12. The number of trials for each of the 25 configurations after 250 iterations 
(left-hand side), and 50000 iterations (right-hand side). 
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indeed compare a set of F frequency bands to a set of M 
armed bandits. The hypothesis is that the cognitive radio 
knows nothing about the occupation rate of the F bands by 
primary users, just like a gambler knows nothing about the 
best machine to play when he or she enters a casino. From 
the multi-armed-bandit theoretical context, the machine-
learning community [56] has derived algorithms that can 
learn about the machine’s performance, i.e., the average 
money gain (respectively, transmitting a given amount of 
data), while minimizing the money to pay (respectively, 
avoiding bands to be occupied by primary users). This 
approach is based on a “try-and-evaluate” model that 
permits exploiting the resources (i.e., communicating for 
the opportunistic-spectrum-access scenario) as soon as the 
learning process starts, and improves its learning capabilities 
all along the operating process. Upper confidence bound 
algorithms are one family of solutions that solves the 
multi-armed bandit problem. The upper confidence bound 
converges in a proven manner to the best choice between 
a set of possible solutions. 

Figure 12 gives the example of a choice among 25 
configurations, each configuration being a set of PHY layer 
parameters, which is another cognitive-radio scenario, 
different from opportunistic-spectrum access. We could 
consider the “best” choice with respect to a green constraint, 
for instance. For the sake of clarity and without any loss of 
generality, the configurations were ordered from the worst 
at the left-hand side to the best at the right-hand side, on 
the basis of a given quality criterion. We can see how, after 
different numbers of trials, the upper confidence bound 
algorithm enables  selecting the best configurations more 
and more. In Figure 12, on the left-hand side, we can see 
how different upper confidence bound algorithms behave 
and are compared to the uniform strategy (which results in 
10 trails after 250 iterations on 25 possible configurations). 
In Figure 12 on the right-hand side, we then can see that the 
best configuration has been played almost 90% of the time 
after 50,000 iterations, and the three best configurations 
have been played almost 99% of the time.

Moreover, it has also been proven, as shown in 
Figure 13, that the upper confidence bound algorithms still 
converge in the presence of errors on the estimation metric. 
If we come back to the opportunistic spectrum-access 
scenario, detection errors may occur, e.g., a secondary user 
may detect a free band as being occupied. Even with a very 
unfavorable error rate of 40%, the upper confidence bound 
still converges. It just takes too much time to converge with 
the same level of selection.

4.3.3 Vertical Handover in Order 
to Decrease Electromagnetic 

Pollution

In this example, the blind standard recognition 
sensor was used [51]. It gives all the information about the 
standards existing in the vicinity of the equipment without 
connecting to them. On the basis of the information provided 

Figure 13. The effect of sensing errors on the 
convergence of the upper confidence bound.

Figure 14. Wireless Internet access: (a) direct from the terminal; (b) wired inside the building and then through a 
centralized wireless directional access point outside the building, in order to decrease the transmission power.
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by other sensors, such as the indoor/outdoor sensor, the 
cognitive-radio equipment may decide to use a less-powerful 
standard (Wi-Fi instead of cellular), for the same service. 
As a consequence, this scenario is another way of limiting 
a person’s exposure to radiation.

Figure 14 presents the situation in which indoor Wi-Fi 
is present and connected to a cellular or broadband access 
network. In such a case, it is usually preferable to choose 
the local connection. From the point of view of the radiation 
level, it is always better to have a wired connection indoor 
and to have a roof connection with the cellular network. This 
is the kind of decision that modern radio equipment should 
be able to take, depending on the service requested by the 

user. The benefits here are twofold. On the one hand, the 
radiation power is limited inside the building, where people 
live. On the other hand, a reduced-power transmission is 
possible so as to access the network, since a directional 
antenna can be used on the roof to access the network.

4.4 Design Tools for Cognitive 
Green Radio Equipment

However, the cognitive green radio perspective is 
highly dependent on the ability of both the radio-research 
and industrial communities to provide design tools and 
design environments for cognitive radio equipment. For 15 

Figure 15. The deployment of HDCRAM modeling for equipment supporting the 
proposed cognitive green radio scenario with option 1.

Figure 16. The deployment of HDCRAM modeling for equipment supporting the pro-
posed cognitive green radio scenario with option 2.
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years, the software-defined radio domain has been facing a 
lack of integrated design solutions. Software-defined radio 
design is still a manual process, where designers combine 
several environments from several domains (processor 
programming, reconfigurable hardware programming, 
hard-wired electronics, etc.) in their own way. This means 
that software-defined-radio design still needs to go a long 
way, and is still very complex. In other words, the current 
capabilities for implementation of software-defined radio 
are far from software-defined radio’s promises.

A cognitive radio’s design environment should thus 
provide facilities to implement:

•	 Highly flexible signal-processing functions;

•	 Means to sense the internal/external environment of the 
cognitive radio’s equipment;

•	 Learning and decision-making algorithms that can make 
the decision to reconfigure the equipment in the best 
configuration at each instant.

This should be implemented on a highly flexible hardware 
platform, made of flexible electronic processing units. 
However, all of this is not enough without the associated 
management of flexibility that goes up to self-adaptivity in 
the cognitive-radio context. Some proposals are emerging 
in the research community, such as ALOE [55], which 
proposes real-time mapping facilities of processing on 
multi-processing platforms. HDCRAM is another approach, 
aiming at proposing an architecture that could include any 
decision-making, sensing, or flexible algorithm, while 
providing the necessary infrastructure to make them 
communicate and work together for global purposes of 
self-adaptation [33].

We can use the equalizer example of Section 4.1.3 
as a design example based on HDCRAM. Figure  15 
and Figure 16 detail the block diagram of options 1 and 
2, respectively. These views are not views of signal-
processing block diagrams, where the data flow between 
the various blocks is usually represented. They represent 
the architectural point of view of these two options in 
a cognitive-radio context. Metric flows, from white 
signal processing sensors to red cognitive managers, are 
represented, as well as the flows of reconfiguration orders, 
from red cognitive managers towards green configuration 
managers, down to white reconfigurable operators. Here, 
reconfiguration is just binary: switching on or switching 
off the reconfigurable operator.

In option 2, only the FIR [finite impulse response] 
of the equalizer is reconfigurable (switched on or switched 
off). Channel coefficients are always computed so that when 
the equalizer finite impulse response is switched on, it can 
directly run with good coefficients. 

5. Conclusions

In summary, decreasing the energy consumption of 
future wireless communication networks while improving 
their energy efficiency is demanding ever-growing attention 
worldwide. This is true not only within government, 
industrial, and standardization bodies, but also within 
international research communities. Moreover, it has 
been widely recognized that future radio-communications 
systems should reduce their electromagnetic radiation levels 
in order to realize a harmonized coexistence of various 
wireless systems, as well as reduced human exposure to 
any kind of harmful radio radiation. 

Doubtlessly, making information and communications 
technology equipment and applications “greener” in terms 
of energy consumption and electromagnetic radiation will 
not only help various telecommunication companies to 
attain their sustainable profitability, but will also have a 
profound positive impact on the global environment and 
human society. Surely, energy-efficient communications 
and networks are strongly expected by the world to reduce 
dependence on fossil fuel, to enable fluent on-demand 
response and efficient utilization of energy resources, and to 
ultimately achieve sustainable global long-term prosperity. 
It is believed that the long-term evolution roadmap of the 
next-generation telecommunications systems (5G) will 
point to an energy-efficiency dominated era. 

In particular, this article has explained the basic 
features of green radio, and the relevant fundamental 
approaches to increasing energy efficiency at the network 
as well as the component level. Furthermore, the key role of 
cognitive green radio has been strengthened for improving 
energy efficiency, within which various learning algorithms, 
decision-making techniques, and design tools have been 
discussed, with power-consumption constraints. Finally, 
the electromagnetic-pollution issue in the scenario of 
opportunistic spectrum access has also been investigated. 
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by Andrew Zangwill, Cambridge, Cambridge University Press, 2013, ISBN 9780521896979, £50.00 

Book Reviews for Radioscientists

Modern Electrodynamics

Have you written a book? Do you know a book written 
by a colleague that might be of interest for the URSI 
community? We would be glad to publish a review of 
such books in our URSI Radio Science Bulletin. Please 
contact our Associate Editor on book reviews, Kristian 

Schlegel (ks-ursi@email.de).

I sincerely recommend Modern Electrodynamics by 
Andrew Zangwill. This book provides a clear and modern 
discussion over a broad range of topics in electrodynamics. 
Clarity is the key feature of this book. The author constructs 
the book like an adept house builder. It is very well structured. 
A blueprint is planned, based on the classical topics in 
electrodynamics. The author then lays the foundation 
and builds the framework of the book by developing and 
expanding on related physical concepts in each chapter. 
The “house” of electrodynamics is completed by adding 
boards, siding and a roof of a clearly mathematical origin. 
As mentioned in the introduction, all this is done with 
“an engaging writing style and strong focus on physical 
understanding.” Different from many classical textbooks on 
electromagnetism that are mathematically heavy, the author 
uses mathematics as an enabling tool. He succeeds in using 
qualitative arguments to clarify complex mathematics. In 
this way, Zangwill gives prominence to the development of 
electrodynamics, and makes this book a real electrodynamics 
book.

The second key word, as in the title, is “modern.” Many 
conventional topics, such as static fields, electromagnetic 
waves, special relativity, to name a few, which keep 
reoccurring in many classical textbooks on electrodynamics, 
are in Zangwill’s book seamlessly integrated with their 
“modern” interpretation. Zangwill shows the connections of 
electrodynamics to all other aspects of modern physics. The 

book contains 24 chapters, and covers the most important 
topics of electromagnetic field theory. This includes 
important issues such as retardation and radiation effects, 
but also fields of moving particles, a glimpse of quantum 
electrodynamics in Chapter 2, the recent developments in 
metamaterials in Chapter 18, and even Noether’s theorem 
in field theory. At the end of each chapter, there is a section 
called “Sources, References and Additional Reading.” Each 
chapter is rather self-consistent, and can be consulted to 
refresh or increase deeper understanding of a selected topic. 
The additional application notes and examples also make 
this book very attractive for the curious reader. 

In short, I believe Zangwill’s Modern Electrodynamics 
could make a hit in the textbook market and, more 
importantly, could have a serious impact on the future 
writing style of books on electromagnetics. This book is one 
of the best books about electrodynamics I have read, up to 
now. It greatly contributes to the development of physical 
understanding, is already used heavily within my research 
group, and is thus highly recommended.

Guy Vandenbosch  
ESAT-TELEMIC 

Kasteelpark Arenberg 10 bus 2444 
B-3001 Heverlee (Leuven), België

E-mail: guy.vandenbosch@esat.kuleuven.be
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CONFERENCE REPORTS

Conferences

AFRICON
Mauritius, Africa, 9 - 12 September 2013

From September 9 to 12, 2013, the IEEE AFRICON 
conference was held on the island of Mauritius in Africa. 
IEEE AFRICON is the premier biennial event of the IEEE 
in Africa. This flagship conference provides a platform for 
academics and industry professionals to share ideas and 
present their latest research. The event was co-sponsored 
by the IEEE Region 8 and the IEEE South Africa Section. 

In order to strengthen the science connections 
between Europe and Africa, and to connect URSI and the 
IEEE, the URSI Commissions B, E, and J organized  a 
special 1.5 day session  during AFRICON 2013 entitled 
“Large-Scale Science Projects: Europe-Africa Connects,” 
emphasizing each of the scientific Commissions (Figure 1). 

The program covered an interesting and wide range 
of talks. There was the official welcome by the General 
Chair, Arnold van Ardenne (ASTRON, The Netherlands), 
and a welcome by Takalani Namaungani (Director, Global 
Projects Department of Science & Technology, South 

Africa) who introduced the African-European Radio 
Astronomy Platform, co-sponsor of the event. Three keynote 
speakers then presented their latest work. Prof. Howard 
Reader (Stellenbosch University, South Africa) presented 
interesting work on new robust approaches to designing large 
radio research instruments. There were of course highlights 
of the SKA, the Square Kilometer Array, the world largest 
radio telescope. Prof. Per Simon Kildal from Chalmers 
Technical University in Sweden (and also an IEEE AP‑S 
Distinguished Lecturer) talked about “Some Reflector and 
Feed Antenna Inventions that Made a Difference.” The third 
keynote speaker was from the island of Mauritius, Dr. Girish 
Kumar Beeharry (University of Mauritius). He presented 
the “Multi-Frequency Interferometry Telescope for Radio 
Astronomy (MITRA),” the radio telescope on Mauritius. 
The day before the conference, some attendees of the event 
visited the MITRA site, and discussed connections between 
the project and so-called aperture array developments 
(Figure 2).

Figure 1. Participants 
of the special URSI-BEJ 
session at the AFRICON 

2013 conference.
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After this opening session, there was a session on 
“Field and Waves,” with papers on the optical design for 
the Square Kilometer Array (Isak Theron, EMSS Antennes), 
aperture arrays for the SKS (Jan Geralt bij de Vaate, 
ASTRON), and a prototype dual-polarized log-periodic 
antenna array for the MITRA (Jaisridevi Shibchurn, 
University of Mauritius). This concluded the first day of 
the special URSI-BEJ session.

The next day, we continued with a session on 
electromagnetic environment and interference. David 
Giri (University of New Mexico) presented the control of 
electromagnetic  effects using topological concepts. Franz 
Schlagenhaufer (ICRAR, Australia) talked about the RFI 
assessment of photovoltaic modules for radio-astronomy 
applications. Nikola Djuric (SEMONT) presented a 
monitoring system and its influence on EM pollution 
protection. Domingos Barbosa  (IT, Portugal) finished this 
session with a discussion on the design, sustainability, and 
environmental considerations for new African observatories. 

The fourth session was devoted to large radio-
astronomy instruments. Mark Bentum (University of 
Twente/ASTRON) presented a unique concept for a radio 
telescope for very low frequencies in space, OLFAR 
(Orbiting Low-Frequency Antennas for Radio Astronomy). 

Rob Millenaar (SKA office) presented considerations for 
an optimal radio-astronomy site. The content of his talk 
was used in the consideration of where to locate the Square 
Kilometer Array. Dominique Ingala (Durban University of 
Technology) presented details of the MITRA radio telescope. 
Finally, Stefan Wijnholds presented his interesting work 
on computing the cost of sensitivity and survey speed for 
aperture-array and phased-array feeding systems.

After the break, we continued with radio-astronomy 
instruments. Michael Garrett (ASTRON) gave an interesting 
talk about astronomy and wide-field antenna developments. 
Oleg Smirnov (SKA South Africa) presented the SKA 
Africa project, and discussed the performance limits of 
future instruments and surveys. VLBI (very large baseline 
interferometry) was also a topic of  this conference. Michael 
Lindqvist (Chalmers Technical University) presented both 
the technical and the science parts of the European VLBI 
Network. Oleg Smirnov presented the African counterpart, 
the African VLBI Network. Sergio Colafrancesco completed 
the URSI session with a nice talk on a high-frequency radio-
polarization look at the sky: from Africa to deep space.

The event was a great success and all participants 
considered it extremely useful. As intended, it was also 
considered an important step in enlarging radio science 
(including radio astronomy) collaboration between 
Europe and Africa. As this URSI event (Figure  3) was 
held in connection with the AFRICON 2013 event, 
excellent contacts were established between the AFRICON 
organizers, which emphasized the engineering sciences 
associated with IEEE Region 8 (which includes Europe 
and Africa), URSI, and the framework of RadioNet. In fact, 
one could contemplate an African connected to RadioNet to 
broaden its base, and to the new radio-astronomy projects 
in Africa (e.g., the SKA, African VLBI array, etc.).

Mark Bentum
University of Twente

E-mail: m.j.bentum@utwente.nl

Figure 2. A visit to the MITRA site on 
Mauritius, prior to the meeting.

Figure 3. The URSI booth at the conference, 
hosted by Truus van den Brink (ASTRON).
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OCOSS 2013
Nice, France, 28 - 30 October 2013

OCOSS 2013 (Ocean and Coastal Observation Sensors 
and Observing Systems 2013) was held October 28-30, 2013, 
in Nice, France. Not surprisingly, OCOSS 2013 illustrated 
the complexity, the variety, and the wide range of subjects 
covered by the observation of coasts and oceans. Thanks to 
the enthusiasm of participants coming from various French 
and foreign laboratories and institutions, the discussions 
were particularly intense and enriching.

The four invited speakers perfectly reflected the wide 
range of topics:
 
•	 “The Oceans Observed from Space” by Benoît 

Messygnac (CNES-LATMOS) 

•	 “Radio Sciences Involvement in Disaster Management” 
by Prof. François Lefeuvre (CNRS LPC2E Orléans, 
France, URSI past President) 

•	 “New Technologies Applied to the Marine Biology” by 
Prof. Denis Allemand (Scientific center of Monaco)

•	 “Recent Developments and Emerging Trends in Radar 
Remote Sensing” by Prof. Madhu Chandra (Technische 
Universität Chemnitz, Germany)

The scientific committee bravely succeeded in 
arranging the wide variety of selected papers (65% of 
submitted papers) into nine oral sessions and one poster 
session. It had been decided beforehand to structure the 
conference into a single plenary session, so as to allow 
participants to benefit from all presentations. As a result, 
presentations were very dense, and the short coffee breaks 
were not enough to exhaust all the questions. Exchanges 
of views will probably continue by e-mail with the initial 
contacts having been established. This can unquestionably 
be considered as a success of this third edition of OCOSS, 
after the editions that took place in Paris in 2007, and in 
Brest in 2010. Despite this tight program, several URSI 

members (see Figure  1) were able to discuss among 
themselves regarding presenting projects at the next URSI 
GASS 2014 (Beijing, August 17-23, 2014).

Another remarkable point is that the meeting attracted 
a great number of young, motivated researchers (the median 
age of participants was well below 40 years), to judge from 
the many questions and lively discussions during lunch 
hours and even at the gala dinner.

It goes without saying that remote sensing was given a 
lion’s share (three oral sessions and the poster session). The 
S4 session, “Awareness System and Risk Management,” 
was a rather unusual session because it regrouped very 
cleverly presentations as diverse as the following. There 
was a presentation by the European Maritime Safety 
Agency (EMSA, Portugal), entitled “Integrated Maritime 
Data Environment (IMDatE) Platform: EMSA Capability 
to Provide Real Time Integrated Maritime Information 
Services,” by its Director, Marin Chintoan-Uta. There 
was a presentation by Séverine Borderon and Johan 
Thomas ( GREDEG-UNS and Mines ParisTech), entitled 
“Confronting Marine Exploitation to the Legal and Technical 
Aspects Of Ecological Compensatory Mitigation: French 
Example,” which dealt with the relationship between sea 
exploitation and ecological compensation seen from a legal 
standpoint. There were two less-exotic presentations. One 
covered “Real-time Monitoring of Energy Efficiency and 
its Application,” by Weidong Chen (Center for Maritime 
Studies, National University of Singapore). The other was 
on “Simplification of the Display Maritime Routes Using 
an Adapted Mean-Shift Algorithm,” by Romain Gallen 
(CETMEF, France). The latter won the prize (see Figure 2) 
for “Best Young Researcher Paper.”

Sessions S7 and S8 were on “Sensors for 
Environmental Ecosystem Assessment: Multiscales & 
Multi-Physics Models,” and “Innovative Multifunctional 
Sensors for In-Situ Monitoring of Marine Environment and 

Figure 1. URSI members (l-r: J. Isnard, T. 
Tanzi, M. Chandra, and F. Lefeuvre).

Figure 2. The Best Young Researcher 
Paper was awarded to Romain Gallen.
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Related Maritime Activities.” During these, we noted the 
presentation on risk evaluation, “Analysis of the Impact 
of the Tohoku Tsunami (11th March 2011) on the Marine 
Environment and Coastal Area of Fukushima (Japan),” by 
Justine Caniac et al. (IRSN and Univeristy Sud Toulon-
Var, France). 

Two papers dealt with measurements. “2.4 GHz 
Radio Transmission Measurements in a Basin Filled with 
Sea Water” was by François Le Pennec et al. (LabSTIC/
MoM-Telecom Bretagne et Ifremer, France). “First 
Measurements of Ocean Currents in the Mediterranean 
Sea with a Bistatic Phase Coded Radar” was by Samuel 
Grosdidier et al. (DIGINEXT et ANTHEOP, France). 
The paper on autonomous underwater vehicles (AUVs), 
“First Steps for Operational Dense and High-Resolution 
Mapping of Shallow Water Using Dedicated Robots,” by 
Loïca Avanthey et al. (Institut Mines-Télécom, Télécom 
Paristech CNRS-LTCI, France) won the “Best Student 
Paper” prize (see Figure 3).

Two demonstrations were presented during the 
meeting: 

•	 “Indoor Autonomous Navigation Drone Demonstration,” 
by Ludovic Apvrille and Jean-Luc Dugelay (Institut 
Mines-Telecom, Telecom Paristech CNRS-LTCI and 
Eurécom). They flew an indoor UAV among participants 
during the cocktail reception given by the Nice town 
hall.

•	 “Autonomous Wireless Sensors Networks,” presented 
by Alain Pegatoquet (LEAT UNS CNRS UMR 7248), 
showed some aspects of the work of LEAT on energy 
management applied to sensor networks.

When participating in such a manifestation, one 
necessarily comes to reflect upon the interdisciplinary 
aspect! Several contributions, coming from various scientific 
fields, dealt with concepts based on experimental work. 
These, transformed into mathematical terms and extricated 
from their original experimental domain, could well become 
candidates for playing an interdisciplinary role: let us wait 
for volunteers!

Each participant was given upon his/her arrival the 
proceedings of the meeting, which helped people to follow 

the various sessions. Moreover, the summary report of the 
previous OCOSS 2010 meeting in Brest (REE 2011-4), 
together with various general information, was distributed.

At the closing session, Tullio Tanzi presented a brief 
summing up of OCOSS 2013. He announced that the next 
meeting would be held in 2015, probably in the Far East, 
according to various rumors.

In short, a straightforward, efficient, and amicable 
organization resulted in a dense and fruitful manifestation. 
This was continued during the gala dinner (see Figure 4), 
where local gastronomy was served (starting with “bagna 
càuda!”).

The Institut Mines-Telecom, the University of Nice-
Sophia Antipolis, and the City of Nice also contributed to the 
success of the meeting. The success of this kind of meeting 
very much depends on the commitment of a competent and 
efficient local team. This was definitively the case of the 
team set up by Prof. Tullio Tanzi and Jean-Pierre Damiano. 
Let us say a hearty thank you to both of them, as well as 
to all backstage actors.

It is now up to our colleagues in the Far East to take 
up the challenge for 2015. 

Jean Isnard
URSI France (Commission F)

E-mail: jisnard-isti@club-internet.fr

Figure 3. The Best Student Paper 
was awarded to Loïca Avanthey. Figure 4. The gala dinner.

Figure 5. Some participants after lively dis-
cussions on new trends in remote sensing
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URSI CONFERENCE CALENDAR

An up-to-date version of this conference calendar, with links  
to various conference web sites can be found at http://www.
ursi.org/en/events.asp

January 2014

RCRS 2014 – Regional Conference in Radio Science
Pune, India, 2-5 January 2014
Contact: Prof. Akshay Malhotra, Deputy Director, SIT, 
Pune, Symbiosis Institute of Technology (SIT), 
Symbiosis International University, Tel : +91 20 39116300, 
6404 / 6407, e-mail: rcrs2014@sitpune.edu.in, http://www.
sitpune.edu.in/abstract_submission_form.php

URSI National Radio Science Meeting
Boulder, Colorado, USA, 8-11 January 2014
Contact: Prof. Steven C. Reising, Director of Microwave 
Systems Laboratory, Colorado State University, 1373 
Campus Delivery, Fort Collins, CO 80523-1373,   USA, 
Fax: +1-970-491-2249, Email: steven.reising@colostate.
edu, http://www.nrsmboulder.org/

VERSIM-6 - Sixth VERSIM Workshop
Dunedin, New Zealand, 20-23 January 2014
Contact: Prof. Craig J. Rodger, Department of Physics, 
University of Otago, PO Box 56, Dunedin 9016, NEW 
ZEALAND, Fax:  +64 3 479 0964, E-mail: crodger@
physics.otago.ac.nz, http://www.physics.otago.ac.nz/
versim/VERSIM_workshop_Dunedin_2014.html

February 2014

SPIN 2014 International Conference on Signal 
Processing and Integrated Networks
Noida, India, 21-22 February 2014
Contact: Dr. P. Banerjee, Dept of Electronics and 
Communication Eng., Amity School of Engineering and 
Technology, Amity University Uttar Pradesh, Sector 125, 
Noida 201301, (U.P.), INDIA, E-mail: spin2014@amity.
edu, http://www.spin2014.com

April 2014

RADIO 2014 - Radio and Antenna Days of the Indian 
Ocean 2014
Flic-en-Flac, Mauritius, 7-10 April 2014
Contact: Conference Secretariat RADIO 2012, University of 
Mauritius, Réduit, Mauritius, Fax: +230 4656928, E-mail: 
radio@uom.ac.mu, http://sites.uom.ac.mu/radio2012/

May 2014

EMC’2014 - 2014 International Symposium on 
Electromagnetic Compatibility
Tokyo, Japan, 13-26 May 2014
Contact: E-mail: emc14-contact@mail.ieice.org, http://
www.ieice.org/~emc14/

June 2014

EUSAR 2014 – 10th European Conference on Synthetic 
Aperture Radar
Berlin, Germany, 2-6 June 2014
Contact: Mr. Jens Fischer (DLR), EUSAR 2014 Executive, 
Oberpfaffenhofen, 82234 Wessling, Germany, Fax: 
+49 8153-28-1449, E-mail: eusar2014@dlr.de, http://
conference.vde.com/eusar/2014

August 2014

COSPAR 2014 (“COSMOS”)
40th Scientific Assembly of the Committee on Space 
Research (COSPAR) and Associated Events
Moscow, Russia, 2-10 August 2014
Contact: COSPAR Secretariat, c/o CNES, 2 place Maurice 
Quentin, 75039 Paris Cedex 01, France, Tel: +33 1 44 76 
75 10, Fax: +33 1 44 76 74 37, cospar@cosparhq.cnes.fr, 
http://www.cospar-assembly.org/

ICEAA 2014 - International Conference on 
Electromagnetics in Advanced Applications
Palm Beach, Aruba, 3-9 August 2014
Contact: Prof. P.L.E. Uslenghi, Dept. of ECE (MC 154), 
University of Illinois at Chicago, 851 So. Morgan St., 
Chicago, IL 60607-7053, USA, E-mail: uslenghi@uic.edu, 
http://www.iceaa.net/

URSI GASS 2014 - XXXIst General Assembly and 
Scientific Symposium of the International Union of 
Radio Science
Beijing, China CIE, 16-23 August 2014
Contact: URSI Secretariat, Sint-Pietersnieuwstraat 4, 
B-9000 Ghent, Belgium, E-mail: info@ursi.org, 
http://www.chinaursigass.com and http://www.ursi.org

Metamaterials 2014 - Eight International Congress on 
Advances Electromagnetic Materials in Microwaves 
and Optics
Copenhagen, Denmark, 25-28 August 2014
Contact: Prof. R.W. ZIOLKOWSKI, Dept. of Electrical 
and Computer Engineering, University of Arizona, 1230 
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News from the URSI 
Community

NEWS FROM A MEMBER COMMITTEE

GERMANY
Symposium in Honour of Karl Rawer

Prof. Dr. Karl Rawer (March, Germany) was able to 
celebrate his 100th birthday in good health this year. 

Karl Rawer was born in Neunkirchen/Saarland on 
April 19, 1913, i.e., not long after the ionosphere was 
discovered, and he has dedicated his life to the exploration 
of this part of Earth’s environment. The horrible events of 
World Wars I and II shaped Rawer’s early life, but they 
also launched his career as one of the eminent geophysics 
scientists of the twentieth century. After studies in 
mathematics with Gustav Doetsch in Freiburg, and physics 
with Arnold Sommerfeld in München, he wrote his doctoral 
dissertation with Jonathan Zenneck, developing the theory 
of high-frequency radiowave propagation and reflection in 
the ionosphere. At the end of WWII, Rawer assembled a 
team of scientists and engineers to establish ionospheric 
research institutes near Freiburg, under the auspices of the 
French Service de Prévision Ionosphérique de la Marine and 
the Deutsche Post. In 1953, Rawer’s book Die Ionosphäre 
appeared. This was the first book ever that discussed wave 
propagation in the context of ionospheric morphology. It 
was reissued in English in 1957. 

In 1954, Rawer’s team participated in the first launch 
of the Veronique rocket for ionospheric exploration in 
Hammaguir, Algeria. In 1963, he founded the Arbeitsgruppe 
für Physikalische Weltraumforschung (APW) in Freiburg, 
with support from the Fraunhofer Gesellschat. This 
eventually transitioned into the Institut für Physikalische 
Weltraumforschung. With project funding from the Deutsche 
Forschungsgemeinschaft, and in cooperation with NASA 
and the European Space Agency ESRO, instruments for 
the measurement of temperature and ion composition 
were launched on the AEROS-A (1972) and AEROS-B 
(1974) satellites. The AEROS satellite measurements 
complemented the ionosonde and incoherent-scatter-radar 
measurements used for the development of the International 
Reference Ionosphere (IRI). In 1968, COSPAR – joint with 
URSI in 1969 – formed the IRI Task Force, and appointed 
Karl Rawer its first chair. Today, the empirical IRI model, 
which is periodically revised after ingestion of new 
observational data, has become the world’s most trusted 
ionospheric model, and an ISO standard. 

E. Speedway Blvd., Tucson, AZ 85721-0104, USA, Fax : 
+1 520 621-8076, E-mail : ziolkowski@ece.arizona.edu
http://congress2014.metamorphose-vi.org

September 2014

EMC Europe 2014
Gothenburg, Sweden, 1-4 September 2014
Contacts: Symposium Chair: jan.carlsson@sp.se, 
Technical Program Chair: peterst@foi.se, http://www.
emceurope2014.org/

November 2014

APMC 2014 – Asia-Pacific Microwave Conference
Sendai, Japan, 4-7 November 2014
Contacts: Prof. Noriharu Suematsu [Chair, Steering 

Committee] c/o Real Communications Corp., 3F 
Shinmatsudo S bldg., 1-409 Shinmatsudo, Matsudo 270-
0034, Japan, Fax: +81-47-309-3617, E-mail: 2014secrt@
apmc2014.org, http://apmc2014.org/

May 2015

URSI Mid-Atlantic Meeting 2015
ExpoMeloneras Convention Centre, Gran Canaria, Spain, 
18-25 May 2015
Contact: Prof. Peter Van Daele, URSI, Sint-Pietersnieuwstraat 
41, B-9000 Gent, Belgium, E-mail: peter.vandaele@intec.
ugent.be

URSI cannot be held responsible for any errors contained 
in this list of meetings
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To honor this outstanding scientist, the German 
National URSI Landesverband organized a special session 
during its annual National URSI Meeting (Kleinheubacher 
Tagung 2013) in Miltenberg on September 24, 2013. Karl 
Rawer attended this session, following the presentations 
with great interest, and commenting on the progress of 
today’s ionospheric research.

The session started with welcome addresses 
by Wolfgang Mathis (President of the German URSI 
Landesverband) and Matthias Förster (German Commission 
G Chair, and co-organizer of the session). Two invited 
presentations followed. Bodo Reinisch (Lowell Digisonde 
International, Lowell, Massachusetts USA; a former student 
of Rawer, and co-organizer of the session) summarized 
Rawer’s scientific achievements in “Space Research and 
International Cooperation – Laudation on the Occasion of 
the 100th Birthday of Professor Karl Rawer.” Helmut Rucker 
(Space Research Institute, Austrian Academy of Sciences, 
Graz, Austria) recalled Rawer’s contribution to radiowave 
propagation with respect to radio astronomy in “Planetary 
Radio Astronomy: Earth, Giant Planets and Beyond.” 

In the following presentations, Rawer’s former 
students and collaborators highlighted several aspects of 
Rawer’s scientific achievements, work inspired by or related 
to him, and his international activities:

•	 Dieter Bielitza (NASA Goddard Space Flight Center, 
Greenbelt Maryland, USA): “The International 
Reference Ionosphere – Rawer’s IRI and its Status 
Today”

•	 Kristian Schlegel (Copernicus Gesellschaft, Göttingen, 
Germany): “Ionospheric Research in Germany Prior to 
Karl Rawer”

•	 Thomas Dambold (Darmstadt, Germany): “Karl Rawer 
and HF Radio Propagation Predictions” 

•	 Francois Lefeuvre (LPE2C/CNRS, Orleans, France): 
“Following Karl Rawer’s Research”

•	 Jürgen  Röt tger  (Max-Planck- Ins t i tu t  fü r 
Sonnensystemfosrchung, Katlenburg-Lindau, 
Germany): “Past Decades of Research on Shortwave 
Oblique Incidence Sounding at MPAe”

•	 Gerard Schmidtke (Fraunhofer-Institut für Physikalische 
Messtechnik, Freiburg, Germany): “State of the Art: 
Solar Spectral Irradiance in the Extreme Ultraviolet 
Region” 

•	 Sandro Radicella (The Abdus Salam International Centre 
for Theoretical Physics, Trieste Italy): “IRI Task Force 
Activities in Trieste Inspired by Karl Rawer”

•	 Ernst-Dieter Schmitter (University of Applied Sciences 
Osnabrück, Germany): “VLF/LF Radio Wave Remote 
Sensing and Propagation Modeling of Lightning-Caused 
Long Recovery Events within the Lower Ionosphere

•	 Werner Singer, R. Latteck, J. Bremer (Leibniz-
Institut für Atmosphärenphysik, Universität Rostock, 

Kühlungsborn, Germany) and M. Friedrich (Technical 
University of Graz, Austria): “D-Region Electron 
Densities from Radio Wave Propagation Experiments 
at Mid and High Northern Latitudes”

•	 Gerd K. Hartmann (Bilshausen, Germany): Kleinheubach-
URSI: “48 Years Home for the German-Austrian Beacon 
Satellite Community (BSC)” 

•	 Ljiljana R. Cander (STFC Rutherford Appleton 
Laboratory, Harwell Oxford, UK) and Bruno Zolesi 
(Istituto Nazionale di Geoficia e Vulcanologia, Rome, 
Italy): “Four Ionospheric COST Actions – Effects of 
the Upper Atmosphere on Terrestrial and Earth-Space 
Communications and Navigation”

•	 L. Kozienko, S. Kolesnik, N. Klimov, and K. Cherkashin 
(Irkutsk State Transport University, Irkutsk, Russia): 
Analysis of Positioning Variations of a Spatial Placed 
Single-Frequency GPS_GLONASS Receiver”

•	 Michael Rietveld (EISCAT Scientific Association, 
Ramfjordbotn, Norway): “High Latitude Ionospheric 
Research in Europe After Three Decades: EISCAT at 
a Turning Point”

•	 S. P. Gupta (Physical Research Laboratory, Ahmedabad, 
India): “Long Term Changes in Nature of Type-1 Plasma 
Irregularities in Electrojet Region Over India”

•	 T. L. Gulyaeva (IZMIRAN, Moscow, Russia), F. 
Arikan (Hacettepe University, Ankara, Turkey), and I. 
Stanislawska (Space Research Center, PAS, Warsaw, 
Poland): “Probability of Occurrence of Planetary 
Ionospheric Storms Associated with the Magnetosphere 
Disturbance Storm Time Events”

•	 Matthias Förster (GFZ German Research Centre for 
Geosciences, Potsdam, Germany) and M. Vellante 
(Dipartimento di Scienze Fisiche e Chemiche, Univeta 
dell’Aquila, Italy): “The Dynamics of the Ionosphere-
Plasmasphere System”

•	 A. V. Mikhailov (Pushkov institute of Terrestrial 
Magnetism, Troitsk, Moscow, Russia) and L. Perrone 
(Istituto Nazionale di Geofisica e Vulcanologia, Rome 
Italy): “A Method for foF2 Short-Term (1-24 Hour) 
Predictions Over Europe”

The abstracts of the presentations can be found at the 
Web page of the National German URSI Landesausschuss 
at http://www.kh2013.de/ kleinheubacher_tagung_2013_
abstracts.pdf. They will be published in the open-access 
journal Advances in Radio Science (ARS): http://www.
advances-in-radio-science.net/.

Kristian Schlegel
Copernicus Gesellschaft e.V. Göttingen, Germany

E-mail: ks-ursi@email.de

Bodo Reinisch
Lowell Digisonde International, Lowell, MA 01854, 

USA
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This Calendar continues the series begun for the IGY 
years 1957-58, and is issued annually to recommend dates 
for solar and geophysical observations, which cannot be 
carried out continuously. Thus, the amount of observational 
data in existence tends to be larger on Calendar days. The 
recommendations on data reduction and especially the flow 
of data to World Data Centers (WDCs) in many instances 
emphasize Calendar days. The Calendar is prepared by the 
International Space Environment Service (ISES) with the 
advice of spokesmen for the various scientific disciplines. 

The Calendar provides links to many international 
programs, giving an opportunity for scientists to become 
involved with data monitoring and research efforts. 
International scientists are encouraged to contact the 
key people and join the worldwide community effort to 
understand the Sun-Earth environment. 

The definitions of the designated days remain as 
described on previous Calendars. Universal Time (UT) is the 
standard time for all world days. Regular Geophysical Days 
(RGD) are each Wednesday. Regular World Days (RWD) 
are three consecutive days each month (always Tuesday, 
Wednesday and Thursday near the middle of the month). 
Priority Regular World Days (PRWD) are the RWD which 
fall on Wednesdays. World Geophysical Intervals (WGI) 
are fourteen consecutive days in each season, beginning 
on Monday of the selected month, and normally shift from 
year to year. In 2014 the WGI are January, April, July, and 
September. Quarterly World Days (QWD) are one day each 
quarter and are the PRWD which fall in the WGI. The 2014 
FINAL Calendar is available in PDF format. 

2014 Solar Eclipses: 
The year 2014 has one annular and one partial eclipse, but 
no total eclipse. The area of annularity of the annular eclipse 
is so small and difficult to reach it is unlikely that anyone 
will see that phase. Maps are accessible through http://www.
eclipses.info, the site for the International Astronomical 
Union’s Working Group on Eclipses. 
a.	 29 Apr 2014, annular solar eclipse. An annular eclipse 

with 98.7% of the sun’s diameter covered would be 
visible from a small region in Antarctica due south of 
Australia, centered at 06:04:32 UTC, if anybody could 
get there and could detect the sun on the southwestern 
horizon. A partial eclipse of about 60% coverage will 
be available in Australia from Perth, diminishing to 
the north (about 10% at Darwin), and farther east near 
sunset. The eclipse will not reach to New Zealand on 
the East or to Papua New Guinea on the North, though 
it barely reaches southernmost and easternmost parts 
of Indonesia as well as East Timor. 

b.	 23 October 2014, partial solar eclipse. A partial solar 
eclipse will be visible from the continental United States 
plus Alaska (but not Hawaii in the west or extreme 
eastern New England in the east), all but easternmost 
Canada, and Mexico. Western states and provinces 
will be favored. Partial phases will range from about 

40% near the US-Mexican border up to about 65% 
at the Canadian border and in Alaska. Partiality will 
barely reach extreme northeastern Russia. In the US, 
47% of the sun’s diameter will be covered at sunset on 
the horizon at New York City; 55% of the sun will be 
covered in Chicago low on the western horizon; 45% of 
the sun will be covered at Los Angeles; and 64% of the 
sun will be covered in Seattle. An amateur-professional 
Solar Eclipse Conference (http://www.eclipse-chasers.
com/SEC2014.html) will be held 23-26 October in 
Alamogordo, New Mexico, with eclipse observing (43% 
coverage) from the nearby Sacramento Peak Observatory 
in Sunspot, the latest in a series held in years with no 
real total or annular eclipse. 

Information assembled by Jay M. Pasachoff, Williams 
College (Williamstown, Massachusetts), Chair, International 
Astronomical Union’s Working Group on Eclipses, with 
thanks to Fred Espenak (Arizona, NASA’s Goddard Space 
Flight Center, ret.) and Xavier Jubier (Paris) for their data 
and maps. 

Eclipse References: 
-	 Fred Espenak, Five Millennium Canon of Solar Eclipses: 

-1999 to +3000, 2006 (NASA/TP-2006-214141); http://
eclipse.gsfc.nasa.gov; http://eclipse.gsfc.nasa.gov/OH/
OH2014.html 

-	 Leon Golub and Jay M. Pasachoff, The Solar Corona, 
2nd ed., Cambridge University Press, 2010. 

-	 Jay M. Pasachoff and Alex Filippenko, The Cosmos: 
Astronomy in the New Millennium, 4th ed., Cambridge 
University Press, 2014. 

-	 Leon Golub and Jay M. Pasachoff, Nearest Star: The 
Surprising Science of Our Sun, 2nd edition, Cambridge 
University Press, 2014. 

-	 Jay M. Pasachoff, The Complete Idiot’s Guide to the 
Sun, Alpha Books, 2003. 

2014 Meteor Showers 
(Selected from data compiled by Alastair McBeath for 
the International Meteor Organization Shower Calendar):
 
a. Meteor outbursts are unusual showers (often of short 
duration) from the crossing of relatively recent comet ejecta. 
Dates are for the year 2014. 
-	 May 24, possible peaks estimated at 07:03 UT, 07:21 

UT, or 07:40 UT, Comet 209P/LINEAR. Peak activity 
may be of short duration (a few minutes to a fraction 
of an hour), but it is possible there will be multiple 
maxima. Lower activity may persist for several hours 
around the expected maxima. 

b. Annual meteor showers liable to have geophysical 
effects: Dates (based on UT in year 2014) are: 
-	 Dec 28-Jan 12, Jan 03 19h35m, Quadrantids (QUA)
-	 Apr 16-Apr 25, Apr 22 17h45m, Lyrids (LYR) 
-	 Apr 19-May 28, May 06 07h10m, η-Aquariids (ETA)
-	 May 22-Jul 02, Jun 07 18h, Daytime Arietids (Ari)
-	 May 20-Jul 05, Jun 09 17h, Daytime ζ-Perseids 

(Zeta Per)
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-	 Apr 15-Apr 28, April 23 22h45m, η-Puppids(PPU)
-	 Jun 22-Jul 02, June 27 15h10m, June Bootids (JBO)
-	 Aug 28-Sep 05, Sep 1 07h30m, α-Aurigids (AUR)
-	 Sep 05-Sep 21, Sep 9 20h55m - 21h35m, September 

ε-Perseids(SPE)
-	 Oct 06-Oct 10, (see note below)**, Draconids (DRA)
-	 Nov 15-Nov 25, Nov 21 22h25m, α-Monocerotids 

(AMO)
**Draconids: Their usual potential maximum interval, probably 

at some point between ~15h UT on October 8 to 08h on 
October 9 (the nodal crossing point is at 23h30m UT on the 
8th), will be very badly affected by full Moon also on October 
8, although no activity has been predicted for these dates. 
However, Jeremie Vaubaillon has suggested the Earth may 
encounter two Draconid dust trails on October 6 instead, the 
first from 1900 AD at 19h10m UT, which could, based on the 
2011 Draconid activity, produce ZHRs up to ~30, the second 
from 1907 at 19h53m UT, which might yield ZHRs around 
10. Mikhail Maslov’s calculations made some time earlier, 
and apparently not taking the actual more recent events into 
account, had indicated these two trail encounters could happen 
at 20h10m and 20h16m UT instead, with ZHRs of ~10-15, 
the meteors possibly very faint, so maybe detectable only 
by radio/radar. October 6 thus has the possibility of being a 
very interesting meteoric day, despite the reduced dark-sky 
interval then thanks to the waxing Moon! The post-moonset 
period would allow full coverage of the ~19h-20h30m interval 
then from northern-hemisphere sites at east Asian longitudes 
especially, although the importance of confirming what, if 
anything, occurs means all observers at suitable locations 
with clear skies that night should be on alert.

Meteor Shower Websites:
-	 Shower activity near-real time reports -- International 

Meteor Organization
-	 Meteor shower activity forecast from your own location 

-- Meteor Shower Flux Estimator
-	 Shower names and data -- IAU Meteor Data Center
-	 Announcements and reports of meteor outbursts -- IAU 

Minor Planet Center
-	 Shower outburst activity forecast -- Institut de Mecanique 

celeste et de calcul des ephemerides (IMCCE)

References:
Peter Jenniskens, Meteor showers and their parent comets. 
Cambridge University Press, 2006, 790 pp.

Real Time Space Weather and Earth Effects
The occurrence of unusual solar or geophysical conditions 
is announced or forecast by ISES through various types of 
geophysical “Alerts” (which are widely distributed via the 
internet on a current schedule). Stratospheric warmings 
(STRATWARM) were also designated for many years. The 
meteorological telecommunications network coordinated 
by the World Meteorological Organization (WMO) carries 
these worldwide Alerts once daily soon after 0400 UT. For 
definitions of Alerts see ISES URSIgram Codes.

RECOMMENDED SCIENTIFIC PROGRAMS 
(FINAL EDITION)
(The following material was reviewed in 2013 by the ISES 
committee with the advice of representatives from the 
various scientific disciplines and programs represented as 
suitable for coordinated geophysical programs in 2014.)

Airglow and Aurora Phenomena.
Airglow and auroral observatories operate with their 
full capacity around the New Moon periods. However, 
for progress in understanding the mechanism of many 
phenomena, such as low latitude aurora, the coordinated 
use of all available techniques, optical and radio, from the 
ground and in space is required. Thus, for the airglow and 
aurora 7-day periods on the Calendar, ionosonde, incoherent 
scatter, special satellite or balloon observations, etc., are 
especially encouraged. Periods of approximately one weeks’ 
duration centered on the New Moon are proposed for high 
resolution of ionospheric, auroral and magnetospheric 
observations at high latitudes during northern winter.

Atmospheric Electricity.
Non-continuous measurements and data reduction for 
continuous measurements of atmospheric electric current 
density, field, conductivities, space charges, ion number 
densities, ionosphere potentials, condensation nuclei, 
etc.; both at ground as well as with radiosondes, aircraft, 
rockets; should be done with first priority on the RGD each 
Wednesday, beginning on 1 January 2014 at 0000 UT, 08 
January at 0600 UT, 15 January at 1200 UT, 22 January at 
1800 UT, etc. (beginning hour shifts six hours each week, 
but is always on Wednesday). Minimum program is at the 
same time on PRWD beginning with 15 January at 1200 
UT. Data reduction for continuous measurements
should be extended, if possible, to cover at least the full 
RGD including, in addition, at least 6 hours prior to indicated 
beginning time. Measurements prohibited by bad weather 
should be done 24 hours later. Results on sferics and ELF 
are wanted with first priority for the same hours, short-
period measurements centered around minutes 35-50 of the 
hours indicated. Priority Weeks are the weeks that contain 
a PRWD; minimum priority weeks are the ones with a 
QWD. The World Data Centre for Atmospheric Electricity, 7 
Karbysheva, St. Petersburg 194018, USSR, is the collection 
point for data and information on measurements.

Geomagnetic Phenomena.
It has always been a leading principle for geomagnetic 
observatories that operations should be as continuous as 

-	 Jun 05-Jul 17, Jun 28 16h, Daytime β-Taurids (Beta 
Tau) 

-	 Jul 12-Aug 23, Jul 30 (possibly Jul 28-30), Southern 
δ-Aquariids (SDA) 

-	 Jul 17-Aug 24, Aug 13 00h15m to 02h45m, Perseids 
(PER) 

-	 Sep 09-Oct 09, Sep 27 17h, Daytime Sextantids (Sex) 
-	 Oct 02-Nov 07, Oct 21 (possible strong sub-peak Oct 

17-18), Orionids (ORI) 
-	 Nov 06-Nov 30, Nov 17 22h05m (possibly 16h), Leonids 

(LEO) 
-	 Dec 04-Dec 17, Dec 13 19h30m - Dec 14 16h45m, 

Geminids (GEM) 
-	 Dec 17-Dec 26, Dec 22 20h25m, Ursids (URS) 
c. Annual meteor showers which may have geophysical 

effects: Dates (based on UT in year 2014) are:
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possible and the great majority of stations undertake the 
same program without regard to the Calendar.

Stations equipped for making magnetic observations, 
but which cannot carry out such observations and reductions 
on a continuous schedule are encouraged to carry out such 
work at least on RWD (and during times of MAGSTORM 
Alert).

Ionospheric Phenomena.
Special attention is continuing on particular events that 
cannot be forecast in advance with reasonable certainty. 
The importance of obtaining full observational coverage is 
therefore stressed even if it is only possible to analyze the 
detailed data for the chosen events. In the case of vertical 
incidence sounding, the need to obtain quarter-hourly 
ionograms at as many stations as possible is particularly 
stressed and takes priority over recommendation (a) below 
when both are not practical.

For the vertical incidence (VI) sounding program, the 
summary recommendations are:
a.	 All stations should make soundings on the hour and 

every quarter hour;
b.	 On RWDs, ionogram soundings should be made at least 

every quarter hour and preferably every five minutes or 
more frequently, particularly at high latitudes;

c.	 All stations are encouraged to make f-plots on RWDs; 
f-plots should be made for high latitude stations, and for 
so-called “representative” stations at lower latitudes for 
all days (i.e., including RWDs and WGIs) (Continuous 
records of ionospheric parameters are acceptable in 
place of f-plots at temperate and low latitude stations);

d.	 Copies of all ionogram scaled parameters, in digital 
form if possible, be sent to WDCs;

e.	 Stations in the eclipse zone and its conjugate area 
should take continuous observations on solar eclipse 
days and special observations on adjacent days. See 
also recommendations under Airglow and Aurora 
Phenomena.

For the 2014 incoherent scatter observation program, 
every effort should be made to obtain measurements at least 
on the Incoherent Scatter Coordinated Observation Days, 
and intensive series should be attempted whenever possible 
in WGIs, on Dark Moon Geophysical Days (DMGD) or 
the Airglow and Aurora Periods. The need for collateral VI 
observations with not more than quarter-hourly spacing at 
least during all observation periods is stressed.

Special programs include:
-	 Sudden Stratospheric Warming (StratWarm): 

Dynamics, electrodynamics, temperature and electron 
density in the lower and upper thermosphere and 
ionosphere during a sudden stratospheric warming event

	 Key objectives:
	 To extend studies of stratospheric warming effects to the 

lower and upper thermosphere and investigate coupling 
with the ionosphere

	 To document variations in multiple thermospheric 

and ionospheric parameters in response to different 
stratospheric sudden warming events

	 To capture and document ionospheric response to 
stratospheric sudden warmings during the rising solar 
activity

	 To measure electric field, neutral wind, electron and 
ion temperatures and electron density in the ionosphere 
and lower and upper thermosphere before and during 
sudden stratospheric warming

	 To compare variations in ionospheric and thermospheric 
parameters observed during SSW to average wintertime 
behavior of ionosphere and thermosphere

	 To compare variations in temperatures and winds to 
mesospheric response as given by MF and meteor radars 
and lidars

	 To examine mechanisms responsible for variations in 
lower and upper thermospheric dynamics, temperatures, 
electric field, and ionospheric electron density and 
investigate to what degree they can be related to sudden 
stratospheric warming

	 Background condition: The observations need to be made 
before and during the sudden stratospheric warming. A 
10-day campaign is requested.

	 Primary parameters to measure: LTCS mode - electron 
and ion temperatures from lowest possible altitudes 
throughout the F-region, zonal and meridional 
components of the neutral wind in the lower 
thermosphere (95-140km), E×B drift, F-region 
meridional wind. Temporal resolution can be sacrificed 
and data integration period increased in order to obtain 
data at lower altitudes.

	 Need for simultaneous data: The idea is to measure 
how variations in temperatures, electric field and winds 
associated with sudden stratospheric warming change 
with latitude and altitude and relate to variations in 
electron density.

	 Principle investigator: Larisa P. Goncharenko, lpg@
haystack.mit.edu, MIT Haystack Observatory, Westford, 
MA 01886, USA. Larisa is responsible for issuing the 
alert. She anticipates one week’s notice.

	 Co-investigators: Jorge Chau (Leibniz-Institute for 
Atmospheric Physics, Rostock University, Germany), 
Hanli Liu (NCAR, USA), Peter Hoffmann (Institute for 
Atmospheric Physics, Germany).

-	 Hemispheric and Latitudinal Stormtime Behavior
	 Scientific focus: The latitudinal variations and their 

east-west hemispheric differences during solar storms 
and/or under quiet magnetic conditions.

	 Need for simultaneous data: This coordinated 
observation involves ISR world day participants as well 
as the Chinese Meridian Project facilities. This major 
Chinese project for science and technology infrastructure 
provides comprehensive ground-based space weather 
observing in the Eastern Hemisphere, in particular along 
the 120E longitude where 15 observatories distributed 
from northern China to the South Pole are established. 
They are equipped with, among other instruments, 
ionospheric radio sensors (digisonds, GPS receivers, 
MF radars, coherent radars, etc) and optical sensors 
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(Lidars, FPIs, all-sky imagers). For this campaign, 
intensive observational modes will be adopted for most 
of the instruments.

	 Principle investigator: Shunrong Zhang (MIT Haystack 
Observatory), email: shunrong@haystack.mit.edu

	 Co-investigators: Guotao Yang and Zhaohui Huang 
(National Space Science Center, China), and John Foster 
(MIT Haystack Observatory).

	 Time: Four days in the alert period from March 24 - 
April 6 or September 14 - October 01.

	 Modes: Synoptic for all radars, except for Millstone 
Hill where low elevation azimuth scans are preferred.

-	 Northern Deep Water Observations
	 Scientific focus: Because of the proximity of the 

December 2014 New Moon to the solstice, this is a 
unique opportunity to capitalize on northern high-
latitude measurements by optical instruments. This 
could be a prime time to study the formation, evolution, 
and decay of SAPS (Sub-Auroral Polarization Streams) 
and SED (Storm-Enhanced Densities) by measuring the 
penetration electric fields at low latitudes, the formation 
of SAPS electric fields and SED at mid-latitudes, and the 
motion of enhanced electron densities across the polar 
cap at high latitudes. This period will also be in high 
demand at the high-latitude ISRs, so proposals will be 
accepted up through the 2014 CEDAR Workshop for 
other science goals as well.

	 Principle investigator: Kjellmar Oksavik (University 
of Bergen, Norway), email: kjellmar.oksavik@uib.no

	 Co-investigators: TBD
	 Need for simultaneous data: Geomagnetic storms are 

known to impact the ionosphere on a global scale. 
Penetration electric fields occur at low latitudes, 
enhanced SAPS flows occur at mid-latitudes, the plasma 
flow is enhanced in the polar cap, and dense F-region 
plasma is transported all the way from lower latitudes, 
into and across the polar cap. Therefore, all radars should 
be operating at the same time.

-	 AO -- Arecibo Observatory
-	 JRO -- Jicamarca Radio Observatory.
-	 Special programs: Mary McCready, Center for 

Geospace Studies, SRI International, 333 Ravenswood 
Avenue, Menlo Park, CA 94025, USA; tel:+1-650-859-
5084; Fax:+1-650-322-2318; email: mary.mccready@
sri.com, chair of URSI ISWG Commission G. See the 
2014 Incoherent Scatter Coordinated Observation Days 
(URSI-ISWG) webpage for complete 2014 definitions.

-	 For the ionospheric drift or wind measurement by the 
various radio techniques, observations are recommended 
to be concentrated on the weeks including RWDs.

-	 For travelling ionosphere disturbances, propose 
special periods for coordinated measurements of gravity 
waves induced by magnetospheric activity, probably on 
selected PRWDs and RWDs.

-	 For the ionospheric absorption program half-hourly 
observations are made at least on all RWDs and 
half-hourly tabulations sent to WDCs. Observations 
should be continuous on solar eclipse days for stations 
in the eclipse zone and in its conjugate area. Special 

efforts should be made to obtain daily absorption 
measurements at temperate latitude stations during the 
period of Absorption Winter Anomaly, particularly on 
days of abnormally high or abnormally low absorption 
(approximately October-March, Northern Hemisphere; 
April-September, Southern Hemisphere).

-	 For back-scatter and forward scatter programs, 
observations should be made and analyzed at least on 
all RWDs.

-	 For synoptic observations of mesospheric (D region) 
electron densities, several groups have agreed on using 
the RGD for the hours around noon.

-	 For ELF noise measurements of earth-ionosphere cavity 
resonances any special effort should be concentrated 
during WGIs.

	 It is recommended that more intensive observations in 
all programs be considered on days of unusual meteor 
activity.

Meteorology.
Particular efforts should be made to carry out an 

intensified program on the RGD -- each Wednesday, UT. A 
desirable goal would be the scheduling of meteorological 
rocketsondes, ozone sondes and radiometer sondes on these 
days, together with maximum-altitude rawinsonde ascents 
at both 0000 and 1200 UT.

During WGI and STRATWARM Alert Intervals, 
intensified programs are also desirable, preferably by the 
implementation of RGD-type programs (see above) on 
Mondays and Fridays, as well as on Wednesdays.

Global Atmosphere Watch (GAW).
The World Meteorological Organization (WMO) 

Global Atmosphere Watch (GAW) integrates many 
monitoring and research activities involving measurement 
of atmospheric composition, and serves as an early 
warning system to detect further changes in atmospheric 
concentrations of greenhouse gases, changes in the ozone 
layer and in the long range transport of pollutants, including 
acidity and toxicity of rain as well as of atmospheric burden 
of aerosols (dirt and dust particles). Contact WMO, 7 bis 
avenue de la Paix, P.O. Box 2300, CH-1211 Geneva 2, 
Switzerland or wmo@wmo.int.

Solar Phenomena.
Observatories making specialized studies of solar 

phenomena, particularly using new or complex techniques, 
such that continuous observation or reporting is impractical, 
are requested to make special efforts to provide to WDCs 
data for solar eclipse days, RWDs and during PROTON/
FLARE ALERTS. The attention of those recording solar 
noise spectra, solar magnetic fields and doing specialized 
optical studies is particularly drawn to this recommendation.

Variability of the Sun and Its Terrestrial Impact 
(VarSITI).

Program within the SCOSTEP (Scientific Committee 
on Solar-Terrestrial Physics): 2014-2018. The VarSITI 
program will strive for international collaboration in data 
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analysis, modeling, and theory to understand how the solar 
variability affects Earth. The VarSITI program will have four 
scientific elements that address solar terrestrial problems 
keeping the current low solar activity as the common thread: 
SEE (Solar evolution and Extrema), MiniMax24/ISEST 
(International Study of Earth-affecting Solar Transients), 
SPeCIMEN (Specification and Prediction of the Coupled 
Inner-Magnetospheric Environment), and ROSMIC (Role 
Of the Sun and the Middle atmosphere/thermosphere/
ionosphere In Climate). Contact is Prof. Marianna Shepherd 
(mshepher@yorku.ca), President of SCOSTEP. Co-chairs 
are Katya Georgieva (SRTI, Bulgaria) and Kazuo Shiokawa 
(STEL, Japan).

ILWS (International Living With a Star) International effort 
to stimulate, strengthen, and coordinate space research 
to understand the governing processes of the connected 
Sun-Earth System as an integrated entity. Contact info@
ilwsonline.org.

ISWI (International Space Weather Initiative) -- a program 
of international cooperation to advance space weather 
science by a combination of instrument deployment, 
analysis and interpretation of space weather data from 
the deployed instruments in conjunction with space data, 
and communicate the results to the public and students. 
The goal of the ISWI is to develop the scientific insight 
necessary to understand the science, and to reconstruct 
and forecast near-Earth space weather. This includes 
instrumentation, data analysis, modelling, education, 
training, and public outreach. Contact J. Davila at 
Joseph.M.Davila@nasa.gov.

Space Research, Interplanetary Phenomena, Cosmic 
Rays, Aeronomy.
	 Experimenters should take into account that 

observational efforts in other disciplines tend to be 
intensified on the days marked on the Calendar, and 
schedule balloon and rocket experiments accordingly 
if there are no other geophysical reasons for choice. In 
particular it is desirable to make rocket measurements of 
ionospheric characteristics on the same day at as many 
locations as possible; where feasible, experimenters 
should endeavor to launch rockets to monitor at least 
normal conditions on the Quarterly World Days (QWDs) 
or on RWDs, since these are also days when there will 
be maximum support from ground observations. Also, 
special efforts should be made to assure recording of 
telemetry on QWDs and Airglow and Aurora Periods 
of experiments on satellites and of experiments on 
spacecraft in orbit around the Sun.

Meteor showers.
Of particular interest are both predicted and 

unexpected showers from the encounter with recent dust 
ejecta of comets (meteor outbursts). The period of activity, 
level of activity, and magnitude distributions need to be 
determined in order to provide ground truth for comet 
dust ejection and meteoroid stream dynamics models. 

Individual orbits of meteoroids can also provide insight 
into the ejection circumstances. If a new (1-2 hour duration) 
shower is observed due to the crossing of the 1-revolution 
dust trail of a (yet unknown) Earth threatening long-period 
comet, observers should pay particular attention to a correct 
determination of the radiant and time of peak activity in order 
to facilitate predictions of future encounters. Observations 
of meteor outbursts should be reported to the I.A.U. Minor 
Planet Center (mpc@cfa.harvard.edu) and International 
Meteor Organization (visual@imo.net). The activity curve, 
mean orbit, and particle size distribution of minor annual 
showers need to be characterised in order to understand 
their relationship to the dormant comets among near-Earth 
objects. Annual shower observations should be reported to 
national meteor organizations, or directly to the International 
Meteor Organization. Meteoroid orbits are collected by the 
IAU Meteor Data Center.

The International Space Environment Services (ISES) 
is a space weather service organization currently 
comprised of 14 Regional Warning Centers around the 
globe, three Associate Warning Centers (China), and one 
Collaborative Expert Center (European Space Agency). 
ISES is a Network Member of the International Council 
for Science World Data System (ICSU-WDS) and 
collaborates with the World Meteorological Organization 
(WMO) and other international organizations, including 
the Committee on Space Research (COSPAR), the 
International Union of Radio Science (URSI), and the 
International Union of Geodesy and Geophysics (IUGG). 
The mission of ISES is to improve, to coordinate, and 
to deliver operational space weather services. ISES is 
organized and operated for the benefit of the international 
space weather user community.

ISES members share data and forecasts among the 
Regional Warning Centers (RWCs) and provide space 
weather services to users in their regions. The RWCs provide 
a broad range of services, including: forecasts, warnings, and 
alerts of solar, magnetospheric, and ionospheric conditions; 
extensive space environment data; customer-focused event 
analyses; and long-range predictions of the solar cycle. 
While each RWC concentrates on its own region, ISES 
serves as a forum to share data, to exchange and compare 
forecasts, to discuss user needs, and to identify the highest 
priorities for improving services.

ISES works in close cooperation with the World 
Meteorological Organization, recognizing the mutual 
interest in global data acquisition and information exchange, 
in common application sectors, and in understanding and 
predicting the coupled Earth-Sun environment.

This Calendar for 2014 has been drawn up by 
Dr. R. A. D. Fiori of the ISES Steering Committee, in 
association with spokesmen for the various scientific 
disciplines in the Scientific Committee on Solar-Terrestrial 
Physics (SCOSTEP), the International Association of 
Geomagnetism and Aeronomy (IAGA), URSI and other 
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ICSU organizations. Similar Calendars are issued annually 
beginning with the IGY, 1957-58. PDF versions of the past 
calendars are available online.

Published for the International Council of Scientific 
Unions and with financial assistance of UNESCO for 
many years.

Copies are available upon request to ISES Director, Dr. 
Terry Onsager, NOAA Space Weather Prediction Center, 325 

Broadway, Boulder, CO, 80305, USA, telephone +1-303-
497-5713, FAX +1-303-497-3645, e-mail Terry.Onsager@
noaa.gov, or ISES Secretary for World Days, Dr. Robyn 
Fiori, Geomagnetic Laboratory, Natural Resources Canada, 
2617 Anderson Road, Ottawa, Ontario, Canada, K1A 0E7, 
telephone +1-613-837-5137, e-mail rfiori@NRCan.gc.ca. 

Beginning with the 2008 Calendar, all calendars 
are available only in digital form at http://www.ises-
spaceweather.org.
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ICEAA 2014
International Conference on

Electromagnetics in Advanced Applications

IEEE APWC 2014
IEEE-APS Topical Conference on
Antennas and Propagation in 

Wireless Communications

The sixteenth edition of the International Conference on Electromagnetics in Advanced Applications (ICEAA 2014) is supported by the 
Politecnico di Torino, by the University of Illinois at Chicago, by the Istituto Superiore Mario Boella and by the Torino Wireless Foundation, 
with the principal cosponsorship of the IEEE Antennas and Propagation Society and the technical cosponsorship of the International 
Union of Radio Science (URSI). It is coupled to the fourth edition of the IEEE-APS Topical Conference on Antennas and Propagation in 
Wireless Communications (IEEE APWC 2014). The two conferences consist of invited and contributed papers, and share a common organi-
zation, registration fee, submission site, workshops and short courses, and social events. The proceedings of both conferences will be 
published on IEEE Xplore.

Information for Authors
Authors must submit a full-page abstract electronically by March 7, 2014. Authors of accepted contributions must submit the full 
paper, executed copyright form and registration electronically by June 6, 2014. Instructions are found on the website. Each 
registered author may present no more than two papers. All papers must be presented by one of the authors.

Deadlines

Inquiries

Abstract submission
Noti�cation of acceptance
Full paper and presenter registration

March 7, 2014
April 11, 2014
June 6, 2014

Prof. Roberto D. Graglia
Chair of Organizing Committee
Politecnico di Torino
roberto.graglia@polito.it  

Prof. Piergiorgio L. E. Uslenghi
Chair of Scienti�c Committee
University of Illinois at Chicago
uslenghi@uic.edu  

CALL FOR PAPERS
ICEAA - IEEE APWC

August 3-9, 2014          

www.iceaa-o�shore.org

Palm Beach, Aruba 

Suggested Topics for ICEAA 
Adaptive antennas

Complex media
Electromagnetic applications to biomedicine

Electromagnetic applications to nanotechnology
Electromagnetic education

Electromagnetic measurements
Electromagnetic modeling of devices and circuits

Electromagnetic packaging
Electromagnetic properties of materials

Electromagnetic theory
EMC/EMI/EMP

Finite methods
Frequency selective surfaces

Integral equation and hybrid methods
Intentional EMI

Inverse scattering and remote sensing
Metamaterials

Optoelectronics and photonics
Phased and adaptive arrays

Plasma and plasma-wave interactions
Printed and conformal antennas

Radar cross section and asymptotic techniques
Radar imaging

Radio astronomy (including SKA)
Random and nonlinear electromagnetics

Re�ector antennas
Technologies for mm and sub-mm waves     

Suggested Topics for APWC 
Active antennas
Antennas and arrays for security systems
Channel modeling
Channel sounding techniques for MIMO systems
Cognitive radio
Communication satellite antennas
DOA estimation

EMC in communication systems
Emergency communication technologies
Indoor and urban propagation

Low-pro�le wideband antennas
MIMO systems

3.5G and 4G mobile networks
Multi-band and UWB antennas
OFDM and multi-carrier systems

Propagation over rough terrain
Propagation through forested areas
Radio astronomy (including SKA)

RFID technologies
Signal processing antennas and arrays
Small mobile device antennas
Smart antennas and arrays
Space-time coding
Vehicular antennas
Wireless mesh networks
Wireless security
Wireless sensor networks

ICEAA - IEEE APWC  2014
PALM BEACH, ARUBA 3-9 August 2014
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List of URSI Officials

Note: an alphabetical index of names with coordinates and page references is given on pages 84-98

Honorary President

Prof. J. Van Bladel (Belgium)

Board of Officers
President :	 Dr. P. Wilkinson (Australia)
Past President :	 Prof. F. Lefeuvre (France)
Vice-Presidents :	 Prof. S. Ananthakrishnan (India)
	 Prof. M. Ando (Japan)
	 Prof. P. Cannon (U.K.)
	 Prof. P.L.E. Uslenghi (U.S.A.)
Secretary General:	Prof. P. Lagasse (Belgium)

URSI Secretariat
Secretary General: Prof. P. Lagasse
Assistant S.G. : 	 Prof. P. Van Daele
	 Dr. W.R. Stone (Publications)
Secretary : 	 Ms. I. Heleu
	 Ms. I. Lievens		

 

Standing Committee on Young Scientists
Chair :		  Prof. K. Schlegel (Germany)
Members :		  Mr. J. Hamelin (France)
@		  Prof. E.V. Jull (Canada)
@		  Prof. P. Van Daele (Belgium)
	 							     
@				  
Long Range Planning Committee
Chair :		  Prof. Y. Omura (Japan)
Members :		  Prof. S. Ananthakrishnan (India)
	 			   Dr. P. Banerjee (India)
@		  Prof. M. Chandra (Germany)
	 			   Prof. C. Christopoulos (U.K.)
@		  Prof. G. D’Inzeo (Italy)
@		  Prof. F. Kaertner (U.S.A.)
@		  Prof. P. Lagasse (Belgium) (ex officio)
@		  Prof. K.J. Langenberg (Germany)
	 			   Prof. F. Lefeuvre (France)
@		  Prof. H. Matsumoto (Japan)
@		  Prof. T. Ohira (Japan)
@		  Prof. K. Schlegel (Germany)
@		  Dr. W.R. Stone (U.S.A.)
@		  Dr. P. Wilkinson (Australia)
@			 
@			 

URSI ad hoc groups

Advisory Panel on Future General Assemblies
Members :	 Prof. P. Lagasse (Belgium)
	 		  Prof. F. Lefeuvre (France)
	 		  Prof. A. Altintas (Turkey)
	 		  Dr. W.R. Stone (U.S.A.)
	 		  Prof. P.L.E. Uslenghi (U.S.A.)
	 		  Prof. P. Van Daele (Belgium)

Scientific Programme XXXIth General Assembly
Coordinator :	 Prof. A. Altintas (Turkey)
Associate Coordinator : Dr. Y. Yan (China CIE)

Standing Committees

Standing Publications Committee
Chair :		  Dr. W.R. Stone (U.S.A.)
Members :		  Prof. P. Cannon (U.K.)
	 			   Prof. P. Favennec (France)
@		  Prof. P. Lagasse (Belgium)
@		  Prof. S.C. Reising (USA)
@		  Dr. P. Wilkinson (Australia)
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SCIENTIFIC  COMMISSIONS

Commission A : Electromagnetic Metrology 

Chair : Dr. W.A. Davis (U.S.A.)
Vice-Chair : Prof. Y. Koyama (Japan)
Official Members :

Australia : Prof. M.E. Tobar
Austria : 
Belgium : Prof. E. Van Lil
Brazil : Prof. L. Alencar
Bulgaria : Prof. A. Lazarov
Canada : Dr. L. Shafai
China CIE (Beijing) : Dr. M. Liu
China SRS (Taipei) : Prof. D.C. Chang
Czech Rep.: Dr. J. Roztocil
Denmark:
Egypt : Prof. M. Fahmy
Finland : Dr. A. Manninen
France : Dr. C. Zerrouki
Germany : Dr. O.T. Schrader
Greece : Prof. G.A. Kyriacou
Hungary : Prof. M. Kenderessy
India : Prof. A. Ramakrishna
Ireland : Prof. P. Murphy
Israel : Dr. J. Halevy-Politch
Italy : Dr. P. Tavella 
Japan : Prof. M. Musha
Netherlands : 
New Zealand : Dr. T.R. Armstrong
Nigeria : Dr. T.C. Chineke
Norway : Dr. H.A. Froystein
Peru : Ing. M. Mayorga Montoya
Poland : Prof. A. Karwoski
Portugal : Prof. N.B. Carvalho
Russia : Dr. V.N. Zhogun
Saudi Arabia : Dr. A. Al-Rajehi
Slovakia : Prof. I. Kneppo
South Africa : 
South Korea : Dr. J.H. Kim
Spain : Prof. E. Martin Rodriguez
Sweden : Dr. J. Johansson
Switzerland : 
Turkey : Dr. F. Ustüner
Ukraine : 
United Kingdom : Prof. L.R. Arnaut
U.S.A. : Prof. C.L. Holloway

Observers :
Argentina: Ing. H.F. Mazza
Chile : Prof. F. Noel
Iraq:

Commission B : Fields and Waves

Chair : Prof. G. Manara (Italy)
Vice-Chair : Prof. A. Sihvola (Finland)
Official Members :

Australia : Prof. P. Smith
Austria : Dr. H. Arthaber
Belgium : Prof. H. Rogier
Brazil : Prof. E. Costa
Bulgaria : Prof. E. Ferdinandov
Canada : Dr. M. Clénet
China CIE (Beijing) : Dr. D. Su
China SRS (Taipei) : Prof. H.C. Chang
Czech Rep. : Prof. Z. Skvor
Denmark: Prof. O. Breinbjerg
Egypt : Prof. H.M. El-Hennawy
Finland : Prof. A. Sihvola
France : Dr. A. Priou
Germany : Prof. Dr. U. van Rienen
Greece : Prof. T. Tsiboukis
Hungary : Dr. Gy. Veszely
India : Dr. D. Guha
Ireland : Prof. V.F. Fusco
Israel : Prof. R. Kastner
Italy : Prof. G. Manara
Japan : Prof. H. Shirai
Netherlands : Prof. Dr. A. Yarovoy
New Zealand : Dr. R. Vaughan
Nigeria : Dr. A.B. Rabiu
Norway : Prof. U. Osterberg
Peru : Dr. M. Yarlequé Medena
Poland : Prof. M. Mrozowski
Portugal : Prof. A.M. Barbosa
Russia : Dr. A.P. Kurochkin
Saudi Arabia : 
Slovakia : Prof. L. Sumichrast
South Africa : Prof. A.R. Clark
South Korea : Prof. S. Nam
Spain : Prof. F. Medina-Mena
Sweden : Prof. A. Karlsson
Switzerland : Prof. J. Perruisseau-Carrier
Turkey : Dr. I. Aksun
Ukraine : Prof. O.A. Tretyakov
United Kingdom : Dr. C. Mias
U.S.A. : Prof. S. Rengarajan

Observers :
Argentina: Prof. V. Trainotti
Chile : Prof. B. Jacard
Iraq:
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Commission C : Radiocommunication 
Systems and Signal Processing

Chair : Prof. M. Luise (Italy)
Vice-Chair : Prof. S. Salous (U.K.)
Official Members :

Australia :  Prof. A.J. Parfitt
Austria : Prof. O. Koudelka
Belgium : Prof. L. Vandendorpe
Brazil : Prof. M. Alencar
Bulgaria : Prof. B. Shishkov
Canada : Prof. F. Gagnon
China CIE (Beijing) : Dr. R. Tao
China SRS (Taipei) : Dr. Y-K Tu
Czech Rep. : Prof. D. Biolek
Denmark : Egypt : Prof. S.E. El-Khamy
Egypt:
Finland : Prof. R. Wichman
France : Dr. J. Palicot
Germany : Prof. Dr. J. Götze
Greece : Prof. N. Kalouptsidis
Hungary : Dr. L. Nagy
India : Dr. T.V.C. Sarma
Ireland : Dr. M. O’Droma
Israel : Dr. S. Litsyn
Italy : Prof. M. Luise
Japan : Prof. M. Morikura
Netherlands : Dr. Ir. M.J. Bentum
New Zealand : Dr. P.T. Gough
Nigeria : Dr. S.E. Falodun
Norway : Prof. B. Forssell
Peru : Ing. D. Chávez Muñoz
Poland : Prof. K. Wesolowski
Portugal : Prof. Dr. A. Rodrigues
Russia : Dr. A.B. Shmelev
Saudi Arabia : 
Slovakia : Prof. P. Farkas
South Africa : Prof. B.T.J. Maharaj
South Korea : 
Spain : Prof. M. Sierra Perez
Sweden : Mr. K.A. Markstrom
Switzerland : Prof. M. Rubinstein
Turkey : Dr. E. Panayirci
Ukraine : Prof. V.V. Danilov
United Kingdom : Dr. D. Laurenson
U.S.A. : Dr. A. Zaghloul

Observers :
Argentina: Prof. A. Quijano
Chile : Dr. R. Feick
Iraq:

Commission D : Electronics and Photonics

Chair : Dr. S. Tedjini (France)
Vice-Chair : Prof. G. Steinmeyer (Germany)
Official Members :

Australia : Prof. A. Parker
Austria : Prof. W. Bösch
Belgium : Prof. P. Van Daele
Brazil : Prof. H.J. Kalinowski
Bulgaria : Prof. M. Nenchev
Canada : Dr. C. Caloz
China CIE (Beijing) : Dr. H. Guo
China SRS (Taipei) : Prof. Y.-K. Su
Czech Rep. : Prof. O. Wilfert
Denmark :
Egypt : Prof. Dr. Diaa A. Khalil
Finland : Prof. H. Lipsanen
France : Dr. C. Tetelin
Germany : Prof. Dr. D. Killat
Greece : Dr. Em. Kriezis
Hungary : Prof. V. Szekely
India : 
Ireland : Prof. T. Brazil
Israel : Prof. Y. Nemirovsky
Italy : Prof. S. Selleri
Japan : Prof. T. Nagatsuma
Netherlands : Ir. F.L.M. Van Den Bogaart
New Zealand : 
Nigeria : Dr. S.O. Azi
Norway : Prof. A. Rönnekleiv
Peru : Mr. P. Paz Retuerto
Poland : Prof. A. Napieralski
Portugal : Prof. L. Sousa
Russia : Prof. V. Kuznetsov
Saudi Arabia : 
Slovakia : Dr. J. Novak
South Africa : Prof. S. Sinka
South Korea : 
Spain : Dr. I. Molina Fernandez
Sweden : Prof. A. Rydberg
Switzerland : Dr. C. Dehollain
Turkey : Dr. H. Kulah
Ukraine : Prof. V.G. Litovchenko
United Kingdom : Dr. M. Cryan
U.S.A. : Prof. J.T. Bernhard

Observers :
Argentina: Dr. M. Garavaglia
Chile : 
Iraq:
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Commission E : Electromagnetic Environ-
ment and Interference

Chair : Dr. A.P.J. Van Deursen (the Netherlands)
Vice-Chair : Dr. D. Giri (U.S.A.)
Official Members :

Australia : Dr. J. O’Sullivan
Austria : 
Belgium : Prof. G. Vandenbosch
Brazil : Prof. J-P Raulin
Bulgaria : Prof. E. Nickolov
Canada : Prof. B. Kordi
China CIE (Beijing) : Dr. Y. Wen
China SRS (Taipei) : Dr. K.-H. Lin
Czech Rep. : Dr. M. Svoboda
Denmark : Prof. O. Breinbjerg
Egypt : Prof. E.M. Saad
Finland : Dr. A. Viljanen
France : Prof. F. Paladian
Germany : Dr. F. Sabath
Greece : Prof. C. Capsalis
Hungary : Dr. G. Varju
India : Dr. R. Kumar Choudhary
Ireland : Dr. K. Mc Carthy
Israel : Mr. O. Hartal
Italy : Prof. F. Canavero
Japan : Prof. O. Wada
Netherlands : Dr. A.P.J. Van Deursen
New Zealand : Prof. R.L. Dowden
Nigeria : Prof. M. Onuu
Norway : Dr. J. Tjelta
Peru : Dr. C.V. Velasquez-Lopez
Poland : Prof. P. Slobodzian
Portugal : Eng. J.P. Borrego
Russia : Prof. V.I. Larkina
Saudi Arabia : 
Slovakia : Prof. V. Smiesko
South Africa : Prof. H.C. Reader
South Korea : 
Spain : Dr. J.D. Gallego Pujol
Sweden : Dr. M. Bäckström
Switzerland : Mr. F. Rachidi
Turkey : Dr. S. Demir
Ukraine : Prof. N.T. Cherpak
United Kingdom : Dr. M. Fullekrug
U.S.A. : Prof. E.G. Farr

Observers :
Argentina: Eng. O.M. Beunza
Chile : 
Iraq:

Commission F : Wave Propagation and 
Remote Sensing

Chair : Dr. R.H. Lang (U.S.A.)
Vice-Chair : Dr. S. Paloscia (Italy)
Official Members :

Australia : Ms. C. Wilson
Austria : Dr. M. Schönhuber
Belgium : Prof. P. Sobieski
Brazil : Prof. M.S. de Assis
Bulgaria : Prof. D. Radev
Canada : Dr. C. Amaya
China CIE (Beijing) : Prof. Q. S. Dong
China SRS (Taipei) : Prof. K. S. Chen 
Czech Rep. : Assoc. Prof. S. Zvanovec
Denmark : Prof. N. Skou
Egypt : Prof. M.A. Abuldahab
Finland : Prof. M.T. Hallikainen
France : Dr. M. Dechambre
Germany : Prof. Dr. M. Chandra
Greece : Prof. D.P. Chrissoulidis
Hungary : Dr. R. Seller
India : Prof. A. Maitra
Ireland : Dr. C. Brennan
Israel : Prof. A. Cohen
Italy : Dr. P. Pampaloni
Japan : Prof. Y. Maekawa
Netherlands : Prof. L.P. Lighthart
New Zealand : Dr. E.M. Poulter
Nigeria : Prof. M.O. Ajewole
Norway : Dr. J. F. Hjelmstad
Peru : Dr. M.F. Sarango
Poland : Dr. K. Kulpa
Portugal : Prof. Dr. J.C. da silva Neves
Russia : Dr. A.A. Chukhlantsev
Saudi Arabia : Dr. A. Al-Rajehi
Slovakia : Dr. V. Stofanik
South Africa : Dr. A. Mishra
South Korea : 
Spain : Prof. J. Margineda Puigpelat
Sweden : Dr. J.F. Johansson
Switzerland : Mr. D. Vergeres
Turkey : Dr. S. Gezici
Ukraine : Prof. G.P. Kulemin
United Kingdom : Dr. D. Bebbington
U.S.A. : Prof. V. Chandrasekar

Observers :
Argentina: Dr. D.A. Gagliardini
Chile : Mr. R. Aguilera
Iraq:
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Commission G : Ionospheric Radio and 
Propagation

Chair : Prof. J.D. Mathews (U.S.A.)
Vice-Chair : Prof. I. Stanislawska (Poland)
Official Members :

Australia : Dr. P. Wilkinson
Austria : Prof. K.M. Torkar
Belgium : Mr. R. Warnant
Brazil : Dr. I.S. Batista
Bulgaria : Dr. N. Kilifarska
Canada : Prof. P.T. Jayachandran
China CIE (Beijing) : Dr. Z. Zhao
China SRS (Taipei) : Prof. Y.H. Chu
Czech Rep. : Dr. J. Boska
Denmark : Prof. P. Høeg
Egypt : Prof. S. Zain El-Deen
Finland : Dr. P. Aikio
France : Dr. F. Pitout
Germany : Dr. M. Förster
Greece : Prof. J. Kanellopoulos
Hungary : Dr. P. Bencze
India : Prof. A. Bhattacharya
Ireland : Prof. M.C. Sexton
Israel : Dr. Z. Houminer
Italy : Dr. B. Zolesi
Japan : Prof. M. Yamamoto
Netherlands : Dr. R.P. Cerdeira
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Chair: T. Tjelta (Norway); Co-Chair : R. Struzak (Poland)
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